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Dear Berkeley Economic Review Readers,

Since its founding in 2016, the Berkeley Economic Review has stood at the heart of the undergradu-
ate economics research community—a platform that celebrates student scholarship and a community 
that inspires aspiring economists around the world. What began as a small group of curious students 
gathering weekly to read and share each other’s work has grown into a vibrant and global organiza-
tion.

Today, BER is a thriving hub with over ninety dedicated members, hundreds of submissions, and 
tens of thousands of readers worldwide. At its core remains our mission: to showcase the very best of 
undergraduate economic research.

This volume is no exception. Our Peer Review team has carefully curated a powerful collection of 
papers that reflect both the depth and diversity of student inquiry. From examining how female bar-
gaining power affects deforestation in Sub-Saharan Africa, to investigating the impact of China’s two-
child policy on educational investment in women, these works span the globe and push the boundar-
ies of undergraduate research. You’ll also find sophisticated analyses of international monetary policy 
spillovers using Dynamic Stochastic General Equilibrium models, as well as timely investigations into 
household energy costs through the lens of Community Choice Aggregation programs.

Each paper represents a commitment to rigorous empirical work and a passion for discovery. With 
great pride, we present the 14th volume of the Berkeley Economic Review—a testament to the endur-
ing spirit of scholarly inquiry and the remarkable talent of the next generation of economists.

Sincerely,
Abby Morris and Larry Lin

Editors-in-Chief
Berkeley Economic Review
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Fertility Policies and Women’s Education in Contemporary China:
A Study of the Two-Child Policy’s Effects

Monica Wu
December, 2023

Abstract

This paper examines the effects of China’s 2016 Two-Child Policy, a shift from the one-child 
policy, with a focus on its impact on gendered educational investment. Employing a Two 
Way Fixed Effects (TWFE) Difference-in-Differences (DID) approach, the study assesses 
how this policy change influences women’s educational expenditure, examining changes in 
spending patterns before and after its implementation while considering socioeconomic, 
uban-rural, and demographic factors, with an emphasis on regional differences. Through 
comprehensive robustness tests, including fertility age limit adjustments, Bacon Decompo-
sition, and a placebo test, the study validates its findings. An extensive heterogeneity analysis 
further delineates the policy’s varying effects across different ethnic and urban-rural popu-
lations. The study indicates a negative impact of the Two-Child Policy on women’s educa-
tional investments, particularly affecting Han and rural women, thereby providing valuable 
insights for policy-making in China’s evolving socio-economic landscape.

Keywords: Two-Child Policy, Women’s Education Expenditure, TWFE DID
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1 Introduction

The one-child policy, introduced in China in 1979, was a landmark population control mea-
sure aimed at curbing the country’s rapid population growth. Designed to limit families to a 
single offspring, the policy included exceptions for ethnic minorities and other select groups. 
However, over time, the social and economic consequences of an aging population, gender 
imbalances, and a shrinking workforce prompted a policy reevaluation. In response to demo-
graphic challenges, the selective two-child policy was introduced in 2013, allowing couples 
to have a second child if either parent was an only child, and was followed by the universal 
two-child policy in 2016, permitting all couples to have two children. However, both poli-
cies exempted ethnic minorities, allowing them to have more than two children to preserve 
cultural and demographic identity, contributing to the observed demographic heterogeneity 
in Section 8.2.1. The transition aimed to mitigate the adverse effects of the one-child policy, 
rebalance the population structure, and support China’s long-term economic sustainability 
and social stability.

Previous literature has explored the ramifications of China’s fertility regulations, particularly 
the one-child policy, with less focus on the more recent two-child policy. Existing research 
provides important perspectives, yet there is a gap in fully grasping the interplay between 
China’s fertility policies and women’s educational outcomes. While much attention has been 
given to the implications of the one-child policy, the subsequent two-child policy remains 
less studied ( Jiang, 2020) [5]. Some investigations have broadly discussed shifts in women’s 
careers after policy changes, but there is a need to delve deeper into sector-specific impacts 
(Ebenstein, 2010) [4]. Additionally, models and findings from non-Chinese contexts, like 
the U.S., may not align seamlessly with China’s distinct socio-cultural milieu (Buckles, 2008) 
[2]. There is a need for focused research on the impact of China’s two-child policy, particu-
larly on women’s educational trajectories. This study aims to examine how the policy influ-
ences educational spending among mothers with two children under 40 years old. Educa-
tional spending refers to the family’s overall investment in education, primarily attributed to 
the mother, and includes expenses for primary, secondary, and higher education, along with 
costs for tutoring or vocational training. By analyzing variations in educational investments 
in response to the policy, this research accounts for socio-economic status, urban-rural dis-
tinctions, and demographic factors, with an emphasis on regional differences. The study also 
explores how ethnic minorities, benefiting from policy exceptions, may exhibit distinct in-
vestment patterns compared to the Han population. Ultimately, this research seeks to deepen 
our understanding of the intersection between fertility decisions and women’s educational 
opportunities, considering the influence of gendered household responsibilities.
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The methodology section of this study employs a two-way fixed effects Difference-in-Differ-
ences (DID) strategy to assess the causal link between China’s two-child policy and women’s 
educational expenditure. This approach contrasts women impacted by the selective/univer-
sal two-child policy (treatment group) with those unaffected (control group), controlling 
for unobserved heterogeneity. Key elements of the methodology include a parallel trend 
analysis of the average per log of education expense from 2012 to 2020, robustness checks 
incorporating fertility age limits and Bacon Decomposition, and a placebo test to ensure the 
reliability of findings. Additionally, the study conducts a heterogeneity analysis to examine 
the differential effects of the two-child policy across various demographic groups, with par-
ticular focus on ethnic disparities between Han and minority populations. Ethnic minorities 
have benefited from policy exemptions, allowing them to have more than two children, a 
measure aimed at supporting population growth and preserving cultural identities. Addi-
tionally, the study explores the contrast between urban and rural settings, recognizing that 
the uneven application of the policy has contributed to demographic heterogeneity in fertili-
ty rates and educational investment. By addressing these factors, the research aims to provide 
a nuanced understanding of how the two-child policy has influenced educational spending 
among women in China. 

This study offers a comprehensive exploration of how the shift from China’s one-child 
policy to the Two-Child Policy has affected mothers’ education. By employing the Differ-
ence-in-Differences approach, it analyzes educational trends before and after the policy’s en-
actment, accounting for variables like socio-economic status, urban or rural residence, and 
personal demographics. The primary objective is to discern the specific impacts of the Two-
Child Policy on mothers’ educational levels. This research employs TWFE DID to examin-
ing the Two-Child Policy, addressing endogeneity and other key factors.

2 Literature Review

The academic literature on China’s shift from the One-Child Policy to the Two-Child Policy 
presents an extensive analysis of its impact on family dynamics, women’s roles, and educa-
tional outcomes. This body of work is divided into several key thematic areas, each offering 
distinct insights into the socio-economic implications of this policy change. Studies such as 
Ebenstein (2010) [4] provide essential context on the gender imbalances caused by the One-
Child Policy, but they often lack a detailed examination of the long-term socioeconomic ef-
fects, particularly in labor markets and aging populations. Similarly, works by Xu Pak (2015) 
[8] and Parker (2015) delve into demographic shifts and women’s higher education partici-
pation, yet they could be enriched by qualitative research capturing personal narratives and 
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community impacts.

Angrist and Evans (1996) [1] contribute to this discourse by examining the impact of family 
size on parents’ labor supply. Their research offers critical insights into how variations in 
family size can influence labor market participation, particularly among women. However, 
this study could be further enriched by exploring the specific socio-cultural contexts that 
shape these labor supply decisions in the backdrop of changing demographic policies. In the 
realm of educational attainment and economic outcomes, Jiang (2020) [5] offers a contem-
porary analysis of the immediate effects of the Two-Child Policy on women’s education in 
China. However, this study is limited by its lack of a longitudinal perspective, which is crucial 
for understanding long-term educational and career trajectories of women under this policy. 
Intra-household dynamics and resource allocation, as explored by Butcher and Case (1994) 
[3] and Jia, Zhou, Yang (2021) [10], provide insights into decisions regarding sibling sex 
composition and the “Selective Two-Child” Policy. Yet, these studies might not fully capture 
the evolution of these dynamics amidst modern economic and societal changes, especially 
in urban settings. Wu (2022) [7] provides a comprehensive analysis of fertility and maternal 
labor supply in urban China, highlighting the significant regional variations in the impact of 
the Two-Child Policy. The work of Buckles (2008) [2] delves into the economic returns and 
challenges associated with delayed childbearing for working women. This study is significant 
for understanding how family planning decisions, influenced by policies like the Two-Child 
Policy, can affect women’s career trajectories and economic independence. However, it pri-
marily focuses on economic aspects and might benefit from a broader socioculturalanalysis, 
especiallyinthecontextofChina’suniquedemographicenvironment. Qian (2008) [6] provides 
a nuanced economic analysis of gender imbalances in China, linking them to sex-specific 
earnings. This perspective is vital for understanding the economic underpinnings of demo-
graphic shifts induced by family planning policies. Yet, the study’s scope could be expanded 
to include more comprehensive cultural and policy-driven factors that influence gender im-
balances in the context of China’s Two-Child Policy.

This paper distinguishes itself by focusing on the impact of the Two-Child Policy on wom-
en’s educational outcomes and introducing a novel variable for measuring women’s educa-
tion, contributing uniquely to the existing literature. Building on these foundational works, 
my research provides a focused analysis of the policy’s effect on women’s educational expen-
diture, utilizing unique China Family Panel Studies datasets from 2012 to 2020 and robust 
methodologies. By exploring new dimensions of the policy’s long-term effects, particularly 
regarding women’s empowerment and economic participation, this research aims to fill gaps 
in the current literature, offering a more granular understanding of the policy’s impact at 
both the individual and community levels, thus enriching the discourse on China’s demo-
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graphic and policy shifts.

3 Data
3.1 Data Source

This study utilizes the rich demographic and fertility data from the China Family Panel Stud-
ies (CFPS), which employs a multi-stage, stratified random sampling method to ensure a na-
tionally representative sample. The CFPS covers households across 25 provinces, including 
both urban and rural areas, representing approximately 80 percent of China’s population. By 
balancing key demographic groups and accounting for rural-urban and regional disparities, 
the dataset provides a robust foundation for examining the educational impacts of China’s 
Two-Child Policy on mothers using a Difference-in-Differences (DiD) methodology. By 
categorizing mothers from early-adopting cities as the treatment group and those from lat-
er-adopting cities as the control group, we are able to isolate and analyze the policy’s impact, 
drawing clear inferences about its influence on educational levels. The comprehensive data 
provided by CFPS ensures a thorough and nuanced understanding of the policy’s effects, 
making it a vital asset for our investigation into the educational outcomes of women under 
China’s fertility policies.

3.1.1 Table 1: Summary Statistics

Table 1: Summary Statistics for the Main Variables

The summary statistics post-two-child policy indicate an average educational fee investment 
(Mean: 0.0333, SD: 0.5268), reflecting diverse educational spending. The DID estimator 
shows a modest average impact of the policy (Mean: 0.1541), with a binary distribution 
(Max: 1). Financial variables such as family scale (Median: 1.3863, Min: 0) and income (Me-
dian: 9.1226) suggest economic disparities, with income generally higher and family scale 
tending to be lower. Net family assets (Mean: 349488.4, SD: 620604.6) have a broad range, 
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indicating wealth concentration among some families. Age distribution appears relatively 
uniform (Mean: 3.6699), with most of the sample being urban natives (Nat: 0.9109, Urb: 
0.4485) and reporting good health (Mean: 2.7786), factors that may correlate with educa-
tional investment levels. Median values provide a balanced view against the presence of
outliers.

3.2 Methodology

In the study, a two-way fixed effects Difference-in-Differences (DID) methodology is used 
to evaluate the causal influence of China’s transition from a one-child to a two-child policy 
on educational expenditures for women. The DID approach serves as a robust econometric 
technique to discern the effects of policy interventions. By comparing temporal changes in 
educational investments between a treatment group, those impacted by the policy change, 
and a control group, not subject to the policy, the analysis aims to isolate the policy’s net ef-
fect. This comparative framework is essential for mitigating potential biases arising from un-
observed confounding variables, thereby facilitating a more accurate estimation of the causal 
relationship between the two-child policy and women’s education expenditure.

3.2.1 Econometric Model

4 Econometric Model

In the econometric model, the dependent variable ln(Education_ feeit) represents the edu-
cational investment in response to the two-child policy for women i in year t. Treati strict-
ly denotes whether individual i meets the eligibility criteria for the two-child policy. The 
interaction term Treati × Postit is used to determine the effect of the policy on educational 
spending, with Postit indicating the post-implementation period of the policy. The model 
includes control variables Xit, which encompass demographic and economic factors to miti-
gate potential confounding effects. Individual fixed effects λi,pid are introduced to control for 
individual-specific attributes that do not vary over time, while year fixed effects λt,year are in-
cluded to adjust for yearly changes. The error term εit captures the deviations of the predicted 
values from the observed values of educational investment. 

Note: DIDit represents the interaction term Treati × Postit.
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4.1 Analytical Approach

The DID method allows us to dissect the before-and-after effects of the policy implementa-
tion, offering a nuanced understanding of how the two-child policy has reshaped educational
investments among affected women. By accounting for individual characteristics and broader 
temporal trends, the model ensures that the derived conclusions about the policy’s influence
are not conflated with extraneous factors. This study is committed to unveiling detailed in-
sights into the policy’s ramifications on educational spending, aiming to enrich the discourse 
on fertility policies and their societal impacts.

5 Results
Table 2: Regression of the Two-Child Policy on Female Educational Expenditure

The regression analys is employing a Difference-in-Differences(DID) approach discerns the
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nuanced effects of the Two-Child Policy on Female Educational Expenditure, highlighting a
dual nature of impact. The DID estimator unveils a negative correlation, with coefficients 
between -0.028 and -0.062 signifying a policy-driven dip in educational spending for females. 
Conversely, the treatment variable evidences a positive influence, with increments ranging 
from 0.035 to 0.077 in educational expenditure for those under the policy’s purview, most 
notably with a significant boost at the 0.1 percent level in model (1). This juxtaposition sug-
gests an intricate interplay of policy implications, where direct policy effects contrast with 
individual responses. Additionally, variables such as age, urban residency, and family scale 
provide a spectrum of influences, further complicating the interpretation of educational in-
vestment behaviors.

The robustness and explanatory power of the models are supported by high F-statistics, such 
as 34.263 in model (1), demonstrating the joint significance of the variables. Additionally, 
adjusted R-squared values around 0.154 in several models indicate the proportion of vari-
ance in educational expenditure explained by the predictors. Notably, the positive constants 
across models ensure a non-null baseline for educational spending. These results collectively 
depict a scenario where, despite a general policy-induced reduction in educational spending 
for females, those within the treatment group exhibit an anomalous increment, necessitating 
a layered analysis of the policy’s differential effects across demographic strata.

6 Parallel Trend

Figure 1: Average Per Log of Education Expense in 2010 to 2020
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The parallel trend examines the impact of the Two-Child Policy on education expenditures 
by comparing treatment and control groups. Treatment groups consist of women affected 
by either the selective or universal Two-Child Policy, implemented in different years across 
provinces, while the control group consists of women not impacted by either policy. The 
dataset spans from 2010 to 2020, with a year range from -6 to 6 relative to the policy start 
year. The even-numbered periods (-6, -4, -2, 0, 2, 4, 6) are chosen to capture both pre- and 
post-policy effects. In provinces with the selective policy, ’0’ corresponds to 2014, ’-2’ to 
2012, and ’2’ to 2016; for provinces with the universal policy, ’0’ corresponds to 2016, ’-2’ to 
2014, and ’2’ to 2018. The policy, which allows families to have a second child, is expected to 
influence education expenditures, and the trend analysis reflects changes before and after its 
implementation, providing insight into the policy’s effects over time.

The study expands its analysis beyond the scope of the second-child policy, which serves 
as its focal point, by considering the potential impact of prior relaxations in birth control 
regulations and educational initiatives on women’s education. Notably, before 2011, several 
provinces progressively relaxed the birth restrictions on families where both parents were 
only children, coinciding with a proliferation in the construction of girls’ schools across var-
ious levels. Such pre-policy exogenous shocks have the potential to induce variations in the 
educational investments among women, whether they were the target of the second-child 
policy or not. This raises concerns about possible overestimation or underestimation in the 
coefficient estimations.

The integrity of the parallel trends assumption was rigorously tested over the periods [-2,2]. 
The resulting analysis, depicted in the figure above, reveals that coefficients for the two peri-
ods preceding the policy implementation are positive but do not meet the 5 percent level of 
statistical significance. This outcome suggests that there is an absence of pre-existing trends, 
thereby confirming that the educational trajectories for women in both the treatment and 
control groups were indeed parallel prior to policy implementation.

To further substantiate this finding, the study also examined the average education expenses 
for women from period -6 to period 6. This examination revealed that the average educa-
tion expenses for the treatment and control groups followed a similar trajectory prior to the 
policy’s enactment. Such consistency reinforces the assumption that the sample satisfies the 
pre-trend condition, lending credibility to the parallel trends analysis within the context of 
this policy evaluation.

7 Robustness Checks

Fertility Policies and Women’s Education in Contemporary China



7.1 Bacon Decomposition

Table 3: Bacon Decomposition

This paper uses TWFE (Two-Way Fixed Effects) to estimate the exogenous shock effects 
of staggered difference-in-differences. Although it can control non-time-varying individu-
al heterogeneity more clearly and effectively, the average treatment effect of TWFE-DID is 
essentially a convex weighted average of the classical 2 × 2 DID (Difference-in-Differences) 
estimator. This involves cases where samples that received treatment earlier (the individual 
two-child policy group) serve as the control group for those who received treatment later (the 
universal two-child policy group), leading to the presence of substantial negative weights in
the average treatment effect. If the proportion of negative weights is too high, it could result 
in TWFE estimates that are completely opposite to the actual policy effects. We will use 
the Bacon decomposition method to diagnose the proportion of negative weights (Good-
man-Bacon, 2021), and the results can be seen in the table above. The share of Late_v_Early
in the total weight is only about 2.55%, which indicates that the two-way fixed effects can 
yield consistent estimation results.

7.2 Robustness Test

In conducting a robustness check of the impact of fertility age limits on the study of the 
two-child policy and female educational investment, it is crucial to acknowledge that the 
age of 40 is not a definitive natural breakpoint for a woman’s fertility. Research [7] indicates 
that the likelihood of childbirth diminishes progressively with age and is intricately linked 
to a woman’s health status. Setting an artificial upper age limit for fertility can inadvertently 
include women under 40 with weaker fertility in the treatment group, thereby introducing a
potential sample selection bias.

To address this concern, the robustness test involves adjusting the upper age limit of fertility 
for the treatment group to several thresholds: 37, 38, 39, 41, 42, and 43 years of age. By con-
ducting regression analyses for each of these revised upper limits, we aim to minimize the 
discrepancy between the treatment group and the actual population of women capable of 
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childbearing. This approach is expected to attenuate the selection bias associated with
the inclusion of less fertile women and amplify the discernibility of the policy’s net effect.

Figure 2: Robustness Test: Adjusting the Upper Age Limit for Female Fertility.

The regression outcomes demonstrate that a lower set upper age limit correlates with a high-
er congruence between the treatment group and women who are genuinely fertile. The find-
ings consistently reveal that, regardless of the age limit set, the policy interaction term, de-
noted as the ’did’ coefficient, is significantly negative. Crucially, this coefficient’s confidence 
interval narrows as the upper age limit decreases, aligning with the hypothesis that a more 
precise age limit could reduce selection bias. 

This pattern validates the hypothesis that a lower fertility age ceiling yields a treatment
group more representative of the actual fertile population, thereby clarifying the policy’s net 
effect. The narrowing confidence intervals corroborate the anticipated outcomes and further 
attest to the two-child policy’s suppressive impact on women’s educational investments. This 
robustness check substantiates the initial findings and strengthens the argument that policy 
design must consider the nuanced variations in fertility across different age groups to accu-
rately assess its influence on educational outcomes.

8 Further Discussion

Fertility Policies and Women’s Education in Contemporary China
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8.1 Placebo Test
Figure 3: Beta Estimator Density Analysis

Figure 4: T-Statistic Density Plot

In assessing the impact of the two-child policy on female educational investment, a placebo 
test was conducted to ensure the robustness of our regression results against potential biases 
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from unobserved individual and family characteristics. By constructing 1000 placebo policy 
variables and integrating them into the regression model, we observed the resulting coeffi-
cients’ distribution.

Contrary to expectations of significant deviations if unobservable factors were influencing
policy classification and educational investment, the placebo coefficients were symmetrically 
distributed around zero. The mean of these coefficients was approximately 2.27 × 10−5, a 
negligible fraction of the true coefficient’s absolute value, with the majority of T-statistics 
remaining below the 5% significance level threshold. 

This distribution pattern led us to reject the hypothesis of bias from unobserved factors, 
affirming the robustness of our baseline regression estimates. The placebo test’s findings thus
validate the integrity of our empirical approach, supporting the reliability of the observed 
policy effects on educational investment.

8.2 Heterogeneity

8.2.1 Heterogeneity Test: Han vs. Minority

Table 4: Heterogeneity of the Two-Child Policy on Education by Ethnicity
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Geographical and political particularities have historically led to a leniency in birth control 
policies within ethnic minority regions, potentially attenuating the two-child policy’s effica-
cy. This study investigates the differential impact of this policy on women’s education across 
ethnic lines by segmenting the data into Han and ethnic minority subsets for separate regres-
sion analyses. Findings delineated in the subsequent table reveal a pronounced inhibitory 
effect on education primarily among Han women, where policy interaction term coefficients 
are significantly negative at the 1 percent significance level in columns (1) and (2). Converse-
ly, the policy appears to exert no substantial effect on ethnic minority women, as evidenced 
by the interaction terms in columns (3) and (4), which do not achieve statistical significance 
at the 10 percent level. These results are in alignment with the hypothesized outcomes pred-
icated on ethnic variations in policy impact.

8.2.2 Heterogeneity Test: Urban vs. Rural

Table 5: Heterogeneity of Two-Child Policy on Education by Location
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The impact of China’s two-child policy on women’s education appears to be influenced by 
sociocultural factors, particularly in rural areas where pro-natalist attitudes, such as the belief 
that “more children bring more fortune,” are more common. The financial and time burdens 
associated with raising additional children may diminish the perceived value of investing in 
women’s education, reinforcing traditional gender roles. Additionally, limited educational 
and career opportunities in rural regions, coupled with cultural norms that prioritize wom-
en’s roles as caregivers, likely contribute to the stronger deterrent effect observed in these 
areas. This is evidenced by significant negative coefficients in rural female samples versus sta-
tistically weaker results for urban females. The study also identifies an underexplored causal 
factor: the role of social networks in shaping fertility decisions and educational outcomes. 
Although the rise in fertility discussions across various social spheres from 2015 to 2017 sug-
gests a possible shift in women’s reproductive intentions, limitations in the China Family 
Panel Studies dataset restrict a comprehensive analysis of these effects.

8.3 Interpretation

The transition from a one-child policy to a two-child policy in China was a strategic response
to demographic challenges such as an aging population and gender imbalances caused by the
initial policy. This policy aimed to control rapid population growth but resulted in issues like
a declining workforce and an aging demographic [9]. The two-child policy was introduced 
to address these concerns, allowing families to have an additional child in hopes of revitaliz-
ing the population structure and correcting gender ratios.

This contrast likely reflects the additional financial and time burdens of raising a second 
child, which may lead to shifts in family budget priorities. The varying effects between Han 
women and ethnic minorities can be attributed to the differences in the strictness and timing
of the policy’s implementation across regions. The focus on women’s educational outcomes 
is justified, as women typically bear primary responsibility for child-rearing and educational 
decisions. Moreover, women often face greater career inequality and, following childbirth, 
maybe more likely to reduce or leave their employment, further influencing financial deci-
sions within the household. In the following sections, the study will distinguish between 
possible causal mechanisms underlying the results and their direct interpretation.

The Difference-in-Differences analysis of China’s Two-Child Policy reveals a complex im-
pact on women’s educational spending. On average, the policy resulted in a 2.8% to 6.2% 
reduction in educational expenses, with coefficients ranging from -0.028 to -0.062. However, 
within the treatment group, educational expenditures increased by 3.5% to 7.7%, as indicated
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by coefficients ranging from 0.035 to 0.077. The contrast in educational spending is likely
driven by the increased financial and time burdens of raising a second child, which shift fam-
ily budget priorities. Women play a central role in managing household finances and making 
educational decisions, especially in societies where gender roles assign them primary respon-
sibility for children’s education. While the broader family budget is affected by the costs of 
raising a second child, women often have a more direct influence on educational spending. 
Han women in urbanized areas face greater challenges in balancing work and family, leading 
to reduced educational investments, while ethnic minorities, influenced by distinct cultural 
norms, respond differently. Furthermore, women’s career inequality, where they are more 
likely to reduce or leave their employment after having children, reinforces their central role 
in educational decisions. Focusing on women’s educational outcomes offers key insights into 
how changes in family finances disproportionately affect their access to educational resourc-
es, highlighting the gendered nature of financial decision-making within households. Addi-
tionally, the policy’s impact differs between urban and rural areas, likely owing to divergent 
socio-economic conditions, such as higher living costs and educational aspirations in urban 
areas, versus the potential support systems and lower educational costs in rural settings, illus-
trating the nuanced socio-economic and demographic influences of the Two-Child Policy 
across China.

However, this policy shift has led to reduced investment in women’s education, reflecting 
the influence of traditional family priorities and gender roles on educational decisions for 
women. Families may prioritize childbearing over education, perceiving women primarily as
caregivers. This could raise the opportunity cost of educating women and reinforce gender 
stereotypes, leading to less emphasis on women’s educational needs. Despite its intention to 
balance population dynamics, the policy might inadvertently continue gender inequality in 
education. These outcomes suggest potential social problems like increased gender inequali-
ty, ethnic disparities, and added family economic burdens, underscoring the importance of a
balanced approach that addresses both demographic challenges and gender equity.

9 Conclusion

This comprehensive study’s regression analysis provides insightful revelations on the signif-
icant impact of China’s two-child policy on women’s educational attainment. The findings 
are multifaceted, shedding light on how policy implementation intersects with women’s ed-
ucational opportunities. At the heart of the analysis is the ‘DID‘ variable, symbolizing the 
policy, which demonstrates a pronounced negative correlation with women’s education lev-
els. The policy’s implication of an additional child correlates significantly with reduced ed-
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ucational attainment among women, a result that extends beyond statistical data to reflect
profound real-world consequences on women’s empowerment and societal rights. Despite its
modest numerical value, the coefficient of -0.062 from the Difference-in-Differences analysis
represents a 6.2 percent reduction in women’s educational expenditure due to the Two-Child
Policy, compared to the control group, which carries significant societal and gender-related 
implications.

The study meticulously highlights the negligible influence of control variables like age,
nationality, health status, urban residency, income, and purchasing ability on the policy’s 
effect on women’s education. This consistency across different model specifications under-
lines the policy’s dominant and unaltered impact, emphasizing its primary role in shaping 
women’s educational outcomes. Employing the Difference-in-Differences (DID) method-
ology, the study reinforces these findings, evidencing the consistent and more pronounced 
negative correlation with the integration of additional control variables. This observation 
validates the DID approach’s efficacy in reducing omitted variable bias, indicating that previ-
ous analyses might have underestimated the policy’s impact. The statistical significance of the 
policy effect, marked by a p-value less than 0.01, signifies a substantial decrease in women’s 
educational engagement, necessitating urgent attention from policymakers, educators, and 
women’s rights advocates for effective countermeasures.

Moreover, the implications of this study extend to broader policy considerations. The signif-
icant influence of the two-child policy on women’s educational prospects suggests unintend-
ed ramifications on women’s empowerment and socioeconomic status, calling for a critical 
reassessment of the policy’s design to better support women’s education and career opportu-
nities. Future research should explore the long-term effects of the policy and its mechanisms 
on women’s education. In summary, this study articulates the considerable, multifaceted im-
pact of the two-child policy on women’s education in China, highlighting the importance of 
deliberate policy analysis and societal engagement to advance discussions on gender equality 
and the rights of women.
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Fertility Policies and Women’s Education in Contemporary China

24



The Effect of Community Choice Aggregation Programs on House-
hold Electricity Costs: Evidence from California counties

Spriha Pandey

Abstract
This study investigates the impact of Community Choice Aggregation (CCA) programs on 
household electricity costs in California against a backdrop of rising energy expenses and 
the need for transitioning to renewable sources. CCAs have emerged as a solution for lo-
cal governments to have greater control over their energy mix. Employing a stacked differ-
ence-in-differences event study model, the analysis reveals a significant decline in the rate of 
increase of annual household electricity costs following CCA implementation, with renters 
experiencing larger reductions compared to homeowners. The study finds that, among rent-
ers, households in counties that have implemented CCAs experience an annual electricity 
cost increase that is $261.60 less compared to households in non-CCA counties. These find-
ings highlight the potential of CCAs to alleviate household energy burdens. Data constraints 
and the study’s geographical focus on California, however, constrain generalizability. None-
theless, the research provides important insights for policymakers navigating the adoption of 
CCAs to mitigate electricity costs. 
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1 Introduction

Rising energy costs as well as greenhouse gas emissions have become a cause for great con-
cern, and a central matter of policy debate, across the United States. California’s electricity 
prices are among the highest in the country and these costs fall disproportionately on low-in-
come customers, renters, and marginalized groups (California Divide 2023). According to a 
study by UC Berkeley’s Haas Business School, California’s Pacific Gas & Electric customers 
pay about 80% more per kilowatt-hour than the national average (Newsroom Berkeley Haas 
2022). Furthermore, Southern California Edison charged 45% more than the national av-
erage, while San Diego Gas & Electric charged double. Even low-income residents who are 
enrolled in subsidy programs such as the California Alternate Rates for Energy pay more than 
the average American (Next 10 2021). This is because, as high-income households opt for 
alternate options like rooftop solar, low-income households pay a greater proportion of the 
fixed costs related to the electricity grid. 

In the recent past, Community Choice Aggregation (CCA)—also called Municipal Ag-
gregation – has gained prominence as an effective measure of giving communities (towns, 
municipalities, or counties) the option to choose the fraction of their electrical energy that 
comes from renewable energy (RE) sources (US EPA 2022). At present, most Americans 
receive their electricity from investor-owned utilities, also called IOUs (Wu and Howarth 
2023). However, ten states—including California—have enacted legislation that authorizes 
local governments to purchase electricity on behalf of their residents and businesses from an 
alternative supplier while still receiving transmission and distribution services from their ex-
isting utility provider (US EPA 2022). By aggregating the purchasing power of their residents 
through CCAs, local governments promise to lower the cost of electricity through increased 
leverage against competitive utilities and give residents more control over the composition of 
their energy source mix (O’Shaughnessy et al. 2019). 

The paper analyzes the distributional aspects of CCAs in California using a twofold ap-
proach. First, I compare the household electricity costs of counties that have adopted CCAs 
to household electricity costs of those that have not using a stacked difference-in-differences 
regression with fixed effects. I further study the correlation between per-capita installed solar 
capacity by county in 2018 and household electricity costs in 2021, dividing counties with 
and without CCAs into two groups. Some CCAs are known to generate electricity as well 
but this data is not available for California. However, since CCA generation is rare, I will as-
sume that it would not drastically affect results. Furthermore, since the analysis spans multi-
ple years (over a decade) and stops in 2022, if a CCA started generating electricity recently, it 
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would not affect the analysis.  In Section 2, I review current literature while in Sections 3 and 
4, I discuss methodology and data. In Section 5, I present the results along with heterogene-
ity and robustness checks, and I conclude with a discussion of implications and limitations 
in Section 6. 

The difference-in-differences analysis in this study finds no significant reduction across 
all households except in cases where the household heads have not completed high school 
and where the household income is lesser than the median household income of the coun-
ty. However, the analysis finds that among renters, for households in treatment counties, 
the annual household cost of electricity has risen by $261.60 less post-CCA implementa-
tion when compared to households in comparison counties. The findings for renters are ro-
bust across various specifications and the reductions are similar across various demographic 
groups, with the largest reductions in cases where the household heads have not completed 
high school. There are no significant reductions for homeowners. Greater savings for rent-
ers can be explained through a variety of reasons, the most salient of which may be a lack of 
control over electricity sources. Homeowners are more likely to install solar panels, opt out 
of CCAs, or opt in to get more renewable energy due to higher income, which can increase 
electricity prices for them (Horne, Kennedy, and Familia 2021). Furthermore, a larger frac-
tion of renters are typically low-income and may have increasing access to California’s policy 
initiatives aimed at reducing energy prices for low-income households (Hahn and Metcalfe 
2021). Nonetheless, in this manner, this study provides a quantitative measure of the impact 
of CCAs on energy burdens and renewables—especially in marginalized households—to aid 
future policymaking. 

2 Literature Review

O’Shaughnessy et al. (2019) estimate that approximately 750 CCAs procured about 42 mil-
lion megawatt-hours (MWh) of electricity on behalf of about five million customers in 2017 
across the eight states that allow CCAs, with 8.9 million MWh of that being renewable. As 
more states are enrolled, O’Shaughnessy et al. (2019) argue that community-driven demand 
for voluntary green power (i.e., customer-chosen renewable energy) could change grid-wide 
electricity portfolios by increasing the number of RE (renewable energy) generators and take 
the RE procurement number to 28.9 million MWh.  CCAs have become an especially ef-
fective tool in California for enabling local climate action. Across the state, 182 cities and 
counties have become members of one of the 23 CCAs, serving more than 30% of the state’s 
population (and up from <1% in 2010) (Trumbull et al. 2020). A particularly interesting 
feature of CCAs is their “opt out” mechanism. When a municipality decides to join a CCA, 
all residents are automatically enrolled but can opt out (US EPA 2022). This leads to higher 
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participation rates and sets the stage for econometric analysis due to status-quo bias.

While multiple facets of CCAs have been extensively studied in scholarly research—including 
effectiveness (Kennedy and Rosen 2021), challenges, impact on renewable energy markets 
(Trumbull et al., 2020), equity considerations (Scheier and Kittner 2022), and its relation 
to distributed generation capacity (Fikru and Canfield 2024)—no study looks at the house-
hold-level impact of CCAs, especially when it comes to comparing household energy bur-
dens (defined as the ratio of household electricity bill to income) across demographic and 
socioeconomic measures. This study is pertinent for a variety of reasons. Scheier & Kittner 
(2022) find substantive evidence that while the RE transition has accelerated, equity has not 
kept pace.  In the United States, 16% of households experience energy poverty—presently 
defined as spending more than 6% of household income on energy expenditures. More than 
5.2 million households above the Federal Poverty Line face energy poverty, and these house-
holds are disproportionately Black, Hispanic, and Native American. Lukanov and Krieger 
(2019) find persistently lower levels of solar photovoltaic (PV) adoption in disadvantaged 
communities, suggesting clear distributive and equity impacts of existing RE incentives. 

CCAs face a unique challenge when it comes to maximizing energy equity. RE is often expen-
sive, and a community opting for high levels of solar, thermal or wind energy may face higher 
energy costs than regular utilities—and this cost is uniformly applied to all households. So 
far, CCAs have overcome this dichotomy through a tiered plan. There is a standard option 
that customers are enrolled in, as well as an opt-in “greener” option at a price premium (US 
EPA 2022) – something homeowners may be more likely to do due to higher overall income. 
These opt-ins are generally sourced from local renewables. While many sources argue that 
CCAs have succeeded in achieving low costs, greater distributional justice, and a higher per-
centage of renewable in the energy mix (Trumbull et al. 2020) (O’Shaughnessy et al. 2019), 
no study attempts to measure distributional justice at the household level. This aspect is es-
pecially important for policymakers looking to make the energy transition for equitable. 

California offers a unique setting for analyzing household-level impacts. California enabled 
CCA legislation as early as 2001 but the first CCA was not set up till 2010. Since then, many 
municipalities have set them up over multiple years (Figure 1). Since most CCAs in Califor-
nia are set up at the county level, they allow me to study household energy burdens using 
census data. As seen in Figure 1, some counties are labeled 0 or “ineligible service territories.” 
This is because these areas have municipal-owned utilities – wherein the utility is non-inves-
tor-owned and is already run by the municipal government.
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Figure 1: California Map of CCA Program Status by County (The Climate Center, 2020)

This study takes advantage of the fact that several counties have CCA programs in counties 
that are already serving customers with neighboring ones that do not have such programs to 
set up an event study model. Deng and Rotman (2023) use a somewhat similar approach and 
setting to study the relationship between CCA and distributed electricity generation devel-
opment. Fikru and Canfield (2024) also study the relationship between green energy pur-
chases and CCAs in a similar fashion but focus solely on residential customer data and results 
from Silicon Valley Clean Energy—one of the CCAs in California. 

3 Methodology

This paper’s methodology takes advantage of the different levels and timing of CCA imple-
mentation across counties in California. From Figure 1, all counties with a rating of 6, i.e., 
where a program has been launched and is serving customers as of 2022, were categorized 
as having CCAs (i.e., treatment counties). All other counties (ratings 0-5) were categorized 
as not having CCAs (comparison counties). This difference within California allows me 
to study the impact of CCA-provided energy on household energy burdens compared to 
IOU-provided energy. An empirical challenge faced in this design is that CCAs have been 
implemented in different years in different counties (Table 1). 
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Table 1: California CCA Programs by Year of Implementation (CalCCA, 2020)

This makes it difficult to run a simple difference-in-differences regression with a post- and 
pre-period as this period is different across counties. This paper circumvents this challenge 
through the following equation:

(1)

When the treatment effect can differ by treatment groups and over time, there are numerous 
causal parameters of interest: the average treatment effect (ATT) is a function of treatment 
group g, where a group is defined by when units are first treated (e.g., counties treated in 2010 
and counties treated in 2014 are in separate groups), and time period t. This method was used 
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by Cengiz et al. to study the effect of minimum wage on low-wage jobs (2019). 

Here yhctg represents the outcome variable of interest or the household level energy burden 
for a household h in county c at time t in cohort g. γcg and δtg are county and year fixed effects 
respectively while εctg is the error term and α is a constant. They are allowed to vary across 
cohorts of adopters. This is important for ensuring that the comparison group only consists 
of non-adopters, not adopters at other points in time. Tc is the time period when treatment 
begins for county c, and I[t − Tc = k] is an indicator for being k years from the treatment 
starting. This indicator variable takes the value of 1 when the difference between time t and 
the event time Tc  equals k, and it is 0 otherwise. As evidenced by Table 1, Tc = {2010, 2014, 
2015, 2016, 2018, 2020, 2021}. βk is the coefficient of interest and captures the effect of CCAs 
on household energy burdens. It can be considered a vector of event-study coefficients. In 
simpler terms, βk measures the effect of the event occurring at time Tc on the outcome vari-
able yhctg at different time points t, with different k values representing different time lags or 
leads from the event time. The summation over k captures the cumulative effect of the event 
over time. For every year of CCA implementation, there will be a unique treatment but the 
same clean (never treated) comparison group.

(2)

Equation 2 has almost the same model as equation 1 but instead of an event time study which 
generates a coefficient for all lead and lag periods, it is a simple difference-in-differences anal-
ysis where the coefficient of interest is β1. Specifically, it evaluates how CCAs influenced treat-
ment counties after implementation compared to before, relative to the changes observed 
in the comparison counties during the same time frame. The models will return unbiased 
estimates if the error term is uncorrelated with the independent variables. In other words, 
if the treatment counties are, on average, the same as the comparison counties in ways that 
affect the outcome variable after adding controls. Thus, this event study model with stacked 
regression estimators helps capture the effect of the presence of CCA on household energy 
burden even with a staggered timeline of adoption. I test the heterogeneity of the results by 
calculating these coefficients for different types of households, with variations across demo-
graphic and socio-economic lines. 

This paper also conducts a supplementary analysis using county-level solar capacity data 
from 2018. The equation is given as below: 

(3)
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In this case, the outcome variable of interest is Yhc, which is the household energy burden for 
a household h in county c. εc is the error term. Here, the variable solarc is a running variable 
that represents the solar capacity per capita in MWh in county c. The variable ccac is set to 1 
if the county has a CCA program serving customers as of 2018 otherwise 0. β1 represents the 
dollar change in household electricity costs due to the presence of CCA in 2018. β2 represents 
the dollar change in household electricity costs for every additional unit of installed solar ca-
pacity per capita.  β3 is the coefficient of interest and represents the percentage point change 
in household energy burden due to a one MWh increase in the per capita solar capacity of a 
county for counties that have CCAs compared to counties that do not. This equation is then 
put subject to the same heterogeneity conditions as before, by calculating these coefficients 
for different types of households with variations across demographic and socio-economic 
lines.

4 Data

The household-level data in California on electricity costs was sourced from IPUMS Amer-
ican Community Survey (ACS) (Ruggles et al. 2023). The American Community Survey is 
conducted by the U.S. Census Bureau and collects detailed demographic, social, economic, 
and housing information from a sample of households across the United States. ACS also 
provided demographic variables about the household head, such as race, age, sex, education 
level, and technical data about the house itself, such as the age of the structure, size of the 
house, ownership status, number of rooms, etc. The data of interest spans from 2006–2022 
and contains household income and electricity data for the years 2006, 2011, 2016, 2021, 
and 2022. The data on the presence and start date of CCAs was sourced from the Climate 
Center and CalCCA, non-profit organizations that have made their research datasets pub-
licly available. Data on county-level solar capacity was obtained from PSE Health Energy, 
which in turn sourced it from the most recent edition of Lawrence Berkeley National Lab’s 
(LBNL) Tracking the Sun 2018 database (Bolinger and Seel 2018). The next section details 
the variables of the dataset used for each of the two analyses in this paper.

The key dataset used in the analysis in this paper is a repeated cross-sectional dataset with 
household-level characteristics of counties recorded over several years. The units of analysis 
are households in treatment and comparison counties compared over time. As mentioned 
above, the household-level data is from 2006, 2011, 2016, 2021, and 2022. However, CCAs 
were enacted in different years (2010, 2014, 2016, 2017, 2018, and 2020). Thus, I create an 
event study model (Equation 1) to see the impact of CCA implementation on household en-
ergy burdens depending on how many years it has been since CCA was enacted. Hence, for a 
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treatment county where CCA was enacted in 2014, pre-treatment household electricity data 
is available for 2006 (eight years before treatment) and 2011 three years before treatment), as 
well as two, seven and eight years after treatment.

Table 2: Summary Statistics for Key Variables 
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Table 2: Summary Statistics for Key Variables (Continued) 

The key variables for the analysis annual electricity costs, event time (the variable k in the 
methods section, calculated by subtracting CCA start year from current year), and the bina-
ry variable hascca, depending on whether the county the household is in has an operational 
CCA. This variable is an indicator for the treatment group. The analysis will have year and 
county-fixed effects (countyfip). Electricity is the dependent variable while hascca interacted 
with time is the independent variable. The controls included in this analysis include house 
ownership status (rent or owner), household income (in dollars), house area in acres, rent in 
dollars (for renters), cost of gas, water and fuel, the value of the house in dollars (for home-
owners), number of rooms, the year the house was built, the number of families living in the 
house, as well as the sex, age, race, and education status of the household head. 

It is important to note here that I only consider household heads to not oversample larger 
families. The summary statistics of these variables are summarized in Table 2, and are divided 
by owners (columns 1 and 3) and renters (columns 2 and 4) in treatment and comparison 
counties. On average, owners have larger houses and higher incomes. However, renters pay 
higher electricity costs in comparison counties as compared to renters in treatment coun-
ties. Water costs are considerably higher for renters across all counties. This may be due to a 
variety of reasons such as sub-metering or lack of subsidies for hard-to-reach renters due to 
socioeconomic barriers. In many rental properties, especially multifamily buildings, water 
costs are often sub-metered, meaning each unit is individually metered for water usage. This 
can result in higher costs for renters because they are billed directly for their water consump-
tion, whereas homeowners might have their water costs included in their property taxes or 
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homeowners association fees (Davis 2021).

To conduct a stacked regression analysis, I stack this dataset by creating “waves,” i.e., dividing 
counties into cohorts (variable g in the methods section) depending on CCA start year. For 
example, for the wave 2010 the treatment counties are those which got CCA in 2010 and 
comparison counties are those which are yet to get CCAs. All others are dropped. I similarly 
create datasets for 2014, 2015, 2017, 2018, and 2020. These are stacked or appended on top of 
each other. The comparison group is the same for all waves.

5 Results

This study compares trends in the household electricity costs of counties that have adopted 
CCAs to those that have not, using a fixed effects model. The paper analyzes the distribu-
tional aspects of CCAs, and hypothesizes, as stated by proponents of CCAs, that households 
in counties with CCAs will on average pay less for electricity as compared to households in 
counties without CCAs. The regression analysis is represented in equations 1 and 2 in the 
methods section, where βk measures the effect of the event occurring at time Tc on the out-
come variable yhctg  at different time points t, with different k values representing different 
time lags or leads from the event time. This event study model with stacked regression esti-
mators helps capture the effect of the presence of CCA on household electricity costs even 
with a staggered timeline of adoption. 

The key results for the full sample—renters and owners pooled—can be seen in Figure 2. The 
error bars represent 90% confidence intervals, with the event time (k) on the x-axis. As seen, 
there is a statistically significant drop ($68.22) in the annual household of electricity at k = 
1 (and also at k = 6), or the year after CCA is adopted, for counties that implement CCAs 
when compared to counties that do not, with the reference year being the year prior to the 
implementation of CCA (k = -1). This is a 5.94% decline given the mean annual electricity 
cost of $1147.42 in California households. It is important to here to note that overall, electric-
ity costs are increasing in California. Therefore, this “decline” should be interpreted as how 
much “lesser” the cost increase is in treatment counties. However, there is also a significant 
difference in the costs of electricity in CCA vs. non-CCA counties prior to CCA implemen-
tation at k=-2 and -4 which seems to suggest that costs may have been on a general downward 
trend in treatment counties as compared to comparison counties. 1 

1 All monetary values are in real dollars with base year 2023.
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Figure 2: Event Study Analysis – Difference in Cost of Electricity for Households in CCA vs 
non-CCA Counties

Notes: Sample incudes households from all California counties identifiable in ACS 5-year 5% percent samples 
of 2006, 2011, 2016, 2021, and 2022. Graph shows stacked difference-in-differences estimate (for the annual 
cost of electricity) on time of the event (CCA implementation). Regression model includes county-fixed effects 
and year fixed effects interacted with cohort-fixed effects (where a cohort consists of all counties that imple-
mented CCA in a given year). The regression also includes controls for house ownership status, house size in 
acres, annual cost of gas, water and fuel, number of rooms, whether the house was built before or after 1980, 
number of families living in the house, total annual household income, and indicators for whether the house-
hold head is male, white, and has at least received a high school education. Only household heads are included 
in the analysis. All counties with event time less than -11 and greater than 7 were given event time values of -11 
and 7 respectively. All monetary values are in real dollars with base year 2023. The error bars indicate 90 percent 
confidence intervals and standard errors are clustered at county level.

Figure 3 presents an event study similar to Figure 2 but restricts households based on owner-
ship status. Figure 3a looks at house owners while controlling for the value of the house while 
3b looks at renters and controls for rent. In the case of homeowners, there are no statistically 
significant pre-trends, but a slight drop in the year CCA is implemented. Overall, there is 
not much of an apparent effect for homeowners. In the case of renters, there are no distinct 
pre-trends towards rising or falling costs except in 2 or 3 years before CCA implementation 
where costs seem to rise by less than the year before CCA implementation. Furthermore, the 
costs rise by lesser post-CCA implementation in treatment counties. The pre-treatment sig-
nificant differences may be due to the nature of the dataset where all event times are not aptly 
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represented. It is important to note that there is a slightly downward trend three years before 
CCA implementation for renters. However, this trend is not significant for the overall pop-
ulation. Moreover, the downward trend becomes more pronounced and larger in magnitude 
post-CCA implementation. Given the nature of the dataset, only two counties (Mendocino 
and Sonoma) have data available at three years pre-CCA implementation for every county. 
Hence, it may be an attribute of these specific counties. 

To overcome this noise, I put event times into 3-year buckets in Figure 4. As seen in Figure 
4c, there is no longer a significant pre-trend where costs seem to rise by less than the year be-
fore CCA implementation.  However, there is a slight downward trend which may be biasing 
post-period trends downward such that the magnitudes seem larger than their true value. 
Future research could benefit from annual datasets that can analyze subsets of counties with 
greater granularity.

Figure 3a: Event Study Analysis—Difference in Cost of Electricity for Households in CCA vs 
non-CCA Counties for House Owners

Notes: Sample incudes households from all California counties identifiable in ACS 5-year 5% percent samples 
of 2006, 2011, 2016, 2021, and 2022. Graph shows stacked difference-in-differences estimate (for the annual 
cost of electricity) on time of the event (CCA implementation). Regression model includes county-fixed effects 
and year fixed effects interacted with cohort-fixed effects (where a cohort consists of all counties that imple-
mented CCA in a given year). The regression also includes controls for house ownership status, house size in 
acres, annual cost of gas, water and fuel, number of rooms, whether the house was built before or after 1980, 
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number of families living in the house, total annual household income, and indicators for whether the house-
hold head is male, white, and has at least received a high school education. Fig 3a. includes a control for the 
value of the house, and Fig 3c. includes a control for rent. Only household heads are included in the analysis. All 
counties with event time less than -11 and greater than 7 were given event time values of -11 and 7 respectively. 
All monetary values are in real dollars with base year 2023. The error bars indicate 90 percent confidence inter-
vals and standard errors are clustered at the county level.

Figure 3b: Event Study Analysis—Difference in Cost of Electricity for Households in CCA vs 
non-CCA Counties for House Renters

Notes: Sample incudes households from all California counties identifiable in ACS 5-year 5% percent samples 
of 2006, 2011, 2016, 2021, and 2022. Graph shows stacked difference-in-differences estimate (for the annual 
cost of electricity) on time of the event (CCA implementation). Regression model includes county-fixed effects 
and year fixed effects interacted with cohort-fixed effects (where a cohort consists of all counties that imple-
mented CCA in a given year). The regression also includes controls for house ownership status, house size in 
acres, annual cost of gas, water and fuel, number of rooms, whether the house was built before or after 1980, 
number of families living in the house, total annual household income, and indicators for whether the house-
hold head is male, white, and has at least received a high school education. Fig 3a. includes a control for the 
value of the house, and Fig 3c. includes a control for rent. Only household heads are included in the analysis. All 
counties with event time less than -11 and greater than 7 were given event time values of -11 and 7 respectively. 
All monetary values are in real dollars with base year 2023. The error bars indicate 90 percent confidence inter-
vals and standard errors are clustered at the county level.

Berkeley Economic Review Vol. XIV

39



Figure 3c: Event Study Analysis—Difference in Cost of Electricity for Households in CCA vs 
non-CCA Counties for House Renters Without Controls for Rent

Notes: Sample incudes households from all California counties identifiable in ACS 5-year 5% percent samples 
of 2006, 2011, 2016, 2021, and 2022. Graph shows stacked difference-in-differences estimate (for the annual 
cost of electricity) on time of the event (CCA implementation). Regression model includes county-fixed effects 
and year fixed effects interacted with cohort-fixed effects (where a cohort consists of all counties that imple-
mented CCA in a given year). The regression also includes controls for house ownership status, house size in 
acres, annual cost of gas, water and fuel, number of rooms, whether the house was built before or after 1980, 
number of families living in the house, total annual household income, and indicators for whether the house-
hold head is male, white, and has at least received a high school education. Fig 3a. includes a control for the 
value of the house, and Fig 3c. includes a control for rent. Only household heads are included in the analysis. All 
counties with event time less than -11 and greater than 7 were given event time values of -11 and 7 respectively. 
All monetary values are in real dollars with base year 2023. The error bars indicate 90 percent confidence inter-
vals and standard errors are clustered at the county level.

The results of the difference-in-difference analysis from Equation 2 are summarized in Table 
3.
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Table 3: The impact of CCAs on the Household Cost of Electricity

As seen in Table 3, there is no significant impact of the presence of CCAs on the annual cost 
of electricity for all households. This may be due to the fact that not all counties are captured 
during all event times due to the mismatch between the years of ACS data and the years of 
implementation. The significant results in Figure 4, therefore, stress the importance of an 
event study model for this analysis as the mismatch of data makes it impossible to observe 
every county in the year right after CCA is implemented. As mentioned in the methods, 
cost of electricity data is not available for all years which implies that the year that CCA 
goes into effect is not captured for all counties or households. However, despite these data 
constraints, the value is still significant for individuals who are renting their house. Among 
renters (columns 4 and 5), for households in counties that have CCAs, the annual household 
cost of electricity rises by $267.90, or approximately 28%, lesser when CCA is implemented 
when compared to households in counties that get CCAs. These results are significant at a 
5% level. Furthermore, controlling for the rent increases the change in household electricity 
costs as well as the R-squared, implying that rent is an explanatory variable and has to be 

Berkeley Economic Review Vol. XIV

41



controlled for.

Figure 4a: Event Study Analysis – Difference in Cost of Electricity for Households in CCA vs 
non-CCA Counties for All Households (3-year buckets)

Figure 4b: Event Study Analysis – Difference in Cost of Electricity for Households in CCA 
vs non-CCA Counties for House Owners (3-year buckets)
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Figure 4c: Event Study Analysis – Difference in Cost of Electricity for Households in CCA vs 
non-CCA Counties for House Renters (3-year buckets)

Notes: Sample incudes households from all California counties identifiable in ACS 5-year 5% percent samples 
of 2006, 2011, 2016, 2021, and 2022. Graph shows stacked difference-in-differences estimate (for the annual 
cost of electricity) on time of the event (CCA implementation). Regression model includes county-fixed effects 
and year fixed effects interacted with cohort-fixed effects (where a cohort consists of all counties that imple-
mented CCA in a given year). The regression also includes controls for house ownership status, house size in 
acres, annual cost of gas, water and fuel, number of rooms, whether the house was built before or after 1980, 
number of families living in the house, total annual household income, and indicators for whether the house-
hold head is male, white, and has at least received a high school education. Fig 4b. includes a control for the 
value of the house, and Fig 4c. includes a control for rent. Only household heads are included in the analysis. All 
counties with event time less than -10 and greater than 8 were given event time values of -10 and 8 respectively. 
All monetary values are in real dollars with base year 2023. The error bars indicate 90 percent confidence inter-
vals and standard errors are clustered at the county level.

In Figure 3, while there is a decline in prices after k=0, or when CCA is implemented, for 
both groups, this decline is more consistent and steadier among renters, in agreement with 
Table 3. This may be attributed to a variety of reasons. Distinctions based on whether elec-
tricity costs are included in rent may be driving some of the variation. Landlords that in-
clude utilities in rent may not be passing on the full cost of utilities to their renter to stay 
competitive with rent prices. The analysis looks at total energy cost and not per unit energy 
prices, which means that renters may be seeing greater declines because they use more energy 
overall. Research suggests that renting households are found to use approximately 9% more 
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electricity than non-renters when controlling for location, socioeconomic, and many appli-
ance-quantity controls (BestPaul et al.  2021). It is difficult to ascertain if this is the case from 
my dataset as it only has total electricity costs and does not separate electricity prices and 
usage in units. However, overall, homeowners pay higher electricity costs. 

The key results for the model in Equation 2 are in Table 4. In this model, installed solar 
energy capacity is added as a variable of interest as renewable energy is more expensive. The 
solar installed capacity data is from 2018, while all other data is from ACS 2021. This a data 
constraint as reliable per capita solar capacity data was unavailable for 2021. It is further im-
portant to note that installed solar capacity might not always translate to used solar energy in 
a county—for example, in cases where solar fields in one county provide energy to houses in 
a nearby county. However, this is unlikely. As seen in the table, households in counties with 
more solar capacity have higher costs, and in counties with CCAs have lower costs. Among 
those with CCA, counties with more solar have lower costs. However, these are strictly cor-
relational due to the lack of data availability.

While data is constrained only to 2021, results suggest that among households in counties 
that have CCAs, more solar capacity is associated with lower electricity costs. These findings 
are in agreement with the qualitative analysis by Greenleaf et al. (Greenleaf et al. 2023) who 
find that CCA can advance energy justice by expanding access to affordable, renewable ener-
gy for renters and other types of residents.

Table 4: The Impact of CCAs and Installed Solar on Household Annual Cost of Electricity 
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Table 4: The Impact of CCAs and Installed Solar on Household Annual Cost of Electricity 
(Continued)

In section 5.1, I study the impact of CCA on the household cost of electricity for different 
demographics, and in section 5.2, I subject the significant results for renters from Table 3 to 
various robustness checks. 
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5.1 Heterogeneity

Table 5: The Impact of CCAs on the Household Cost of Electricity

Next, I test the heterogeneity of the results by calculating these coefficients for different types 
of households, with variations across demographic and socio-economic lines. Specifically, 
this section looks at how the demographic characteristics of household heads change the 
results (Tables 5 and 6), and the age of the house changes the results (Table 7). For all groups, 
the results show coefficients for all households in the first column, and for specifically owners 
and renters in the next two columns. The controls are the same as Table 3, and include house 
ownership status, house size in acres, annual cost of gas, water and fuel, number of rooms, 
whether the house was built before or after 1980, number of families living in the house, total 
annual household income, and indicators for whether the household head is male, white, and 
has at least received a high school education. For owners, I control for house value and for 
renters, I control for rent.
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Table 6: The Impact of CCAs on the Household Cost of Electricity

In Table 5, column 3, we see that among households with household heads of color, annual 
household electricity costs are reduced by $234.80 for renters after CCAs are implement-
ed in treatment counties as compared to comparison counties. This number is $216.80 for 
low-income households (defined as household income lower than the respective county’s 
median household income) (Table 6, column 6), and $255.10 for households that have a 
female household head (Table 5, column 6). It is noteworthy that the results in column 4 
of Table 6—i.e., for low-income households—are significant at the 10% level. This suggests 
that low-income households are benefitting more from CCAs. Furthermore, there is a sta-
tistically significant reduction in costs for households with household heads who did not 
complete high school for all households as well as the renter sub-group. Overall, we see that 
the electricity savings are similar among different groups but smaller ($234) for households 
with incomes below the median. However, this may also be explained by the fact that these 
households already pay lower prices for electricity due to lower consumption and govern-
ment subsidies or that they use lower amounts of energy overall and thus benefit greatly from 
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per-unit price reductions due to CCAs.

Table 7: The Impact of CCAs on the Household Cost of Electricity

In Table 7, column 1, we see that among houses built before 1980, annual household elec-
tricity costs are reduced by $293 after CCAs are implemented in treatment counties as com-
pared to comparison counties. This number is $239.40 for houses built after 1980. I divided 
the timeline in 1980 because in 1978, California adopted building codes designed to reduce 
the energy used for heating and cooling (Novan et al. 2022). Since the 1970s California’s 
residential electricity consumption per capita has stopped increasing (Levinson 2014). Old-
er houses see a greater reduction in energy costs, which may, once again be a result of these 
houses being less energy-efficient and using more energy overall. Greater energy use would 
result in greater savings when per-unit electricity costs go down. 

5.2 Robustness Checks

Another concern with the nature of CCA implementation in California is that some coun-
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ties are not eligible for CCAs at all due to the presence of a municipal utility (as opposed to 
a private one) and might therefore not be suitable as a comparison group. In Figure 1, these 
ineligible counties are represented by 0. These ineligible service territories are dropped in 
column (1) of Table 6, which looks only at renters. Similarly, there can be concerns that not 
all cities in a county get CCAs at the same time or at all (Los Angeles in Table 1). In Column 
(2) and Column (3) of Table 6, the sample is restricted to households in counties where over 
50% of the population is enrolled in CCAs and 100% of the population is enrolled in CCAs 
respectively. There is a statistically significant decline in electricity costs in all 3 cases, suggest-
ing that the results are robust. Furthermore, the magnitude of reductions increases with the 
rate of participation, further confirming that CCA participation is driving price reductions.

Table 8: The Impact of CCAs on the Household Cost of Electricity for Renters

Electricity prices are dependent on demand, and it may be possible that more densely popu-
lated areas face greater prices of electricity. In column 4 of Table 8, population density is con-
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trolled for but does not impact results by a significant amount. Similarly, there are concerns 
regarding inherent differences between counties that have CCAs versus not because county 
governments vote on CCA implementation. The democratic share of counties is therefore 
controlled for in Column 7 using election data from the closest election cycle to every analy-
sis year. This does not significantly impact results either.

As seen in Table 6, costs rose less for low-income households. It may be possible that subsidy 
programs for low-income households in treatment counties are driving the prices to rise at 
lower rates. Hence, in Table 9, I only focus on renters in households with income above the 
median household income for the county. The impact is still significant as well as larger in 
magnitude, meaning that subsidies for low-income families are not the driver of the observed 
impact. In Column (2) of Table 9, I only focus on counties where all jurisdictions within the 
county have CCA (i.e., 100% participation). 

Table 9: The Impact of CCAs on the Household Cost of Electricity for Renters in House-
holds with Income Above the Median Household Income for the County

It may also be hypothesized that changes in income may be driving changes in electricity con-

Community Choice Aggregation Programs on Electricty Costs

50



sumption, and therefore prices. In Table A1 in the appendix, household income is used as the 
outcome variable. Household income seems to rise over time and increases with the presence 
of CCAs. Hence, decreasing income could be driving the lower costs.

6 Conclusion

The study finds that CCAs result in lower electricity cost increases among renters. This find-
ing is significant because it points to the benefits of CCA. Amid escalating concerns over cli-
mate change, understanding the efficacy of CCA programs is critical. As municipalities seek 
ways to reduce their carbon footprint and promote renewable energy adoption, CCAs offer 
a localized approach that empowers communities to have greater control over their energy 
sources. Furthermore, the findings of this research provide valuable insights for policymak-
ers. Differential results for renters and homeowners point to a need for potentially differen-
tiating the policy solutions. By demonstrating the quantitative impact on household elec-
tricity costs, the study offers empirical evidence to support the adoption of such programs in 
other regions of California as well as the US. Overall, it contributes to the growing body of 
literature on energy economics and policy by shedding light on the effectiveness of CCAs as 
a mechanism for achieving energy affordability.

While this study supports the literature and its initial hypothesis based on the claims of 
CCA proponents, it faces some limitations. Potential migration effects are not accounted 
for, wherein households might relocate to or from counties with CCAs, thus altering energy 
demand and prices. Renters have significant results while owners do not which may suggest 
that homeowners are absorbing some of the costs to control rents from going up. Data that 
separates whether utilities are included in rent or not could help address this problem in 
future analyses. Furthermore, the reliance on ACS 5-year samples from 2000 to 2022 may 
overlook annual fluctuations or short-term trends in household electricity prices, warrant-
ing caution in interpreting the long-term effects of CCA adoption. Additionally, the study 
primarily focuses on the total cost of electricity rather than the actual consumption patterns, 
which could provide valuable insights into efficiency gains or behavioral shifts induced by 
CCAs. It may be possible that people consume less when prices go up or vice-versa. Finally, 
the generalizability of the findings is constrained by the study’s focus on California counties, 
limiting their applicability to regions with different regulatory environments, energy market 
structures, and socio-economic dynamics. Addressing these limitations in future research 
could offer a more comprehensive understanding of the impact of CCAs on household en-
ergy prices.
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Appendix

Table A1 shows the difference-in-differences estimate for household income on time of event 
CCA implementation. Household income is increases for households in treatment counties 
post-implementations, even when the topcode (highest recorded income) is forcibly set to 
the same value. This value ($1,397,000) is the lowest recorded value of income among the 
highest incomes across years.
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Table A1: The Impact of CCAs on the Household Income for Renters
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House electricity costs based on CCA participation within counties: The percentage partic-
ipation variable was created by dividing the population of towns with fully functional CCAs 
by the total population of a county. 

Figure A1: Event Study Analysis – Difference in Cost of Electricity for Households in CCA 
vs non-CCA Counties in 3-year Buckets for Counties with 100% Participation (All House-

holds)
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Figure A1: Event Study Analysis – Difference in Cost of Electricity for Households in CCA vs 
non-CCA Counties in 3-year Buckets for Counties with 100% Participation (Renters Only)

Notes: Sample incudes households from all California counties identifiable in ACS 5-year 5% percent samples 
of 2006, 2011, 2016, 2021, and 2022. Graph shows stacked difference-in-differences estimate (for the annu-
al cost of electricity) on time of the event (CCA implementation). Regression model includes county-fixed 
effects and year fixed effects interacted with cohort-fixed effects (where a cohort consists of all counties that 
implemented CCA in a given year). The regression also includes controls for house ownership status, house 
size in acres, annual cost of gas, water and fuel, number of rooms, rent, whether the house was built before or 
after 1980, number of families living in the house, total annual household income, and indicators for whether 
the household head is male, white, and has at least received a high school education. Only household heads are 
included in the analysis. All counties with event time less than -8 and greater than 7 were given event time values 
of -8 and 7 respectively. All monetary values are in real dollars with base year 2023. The error bars indicate 90 
percent confidence intervals and standard errors are clustered at the county level.
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1 Introduction

Over the past few decades, the integration of financial markets and openness of trade have 
significantly increased (Georgiadis 2016). As a result of financial globalisation, the world 
economy is progressively experiencing large cross-country spillovers from monetary poli-
cies of systemic economies (Georgiadis and Jančoková 2020). Furthermore, empirical data 
suggests that spillover effects from monetary policy decisions of the United States (US) are 
substantial for emerging market economies (EMEs) (Degasperi, Hong, and Ricco 2021; 
Kalemli-Özcan 2019). To mitigate monetary policy spillovers, it is crucial to accurately dis-
cern the underlying dynamics and sources of shocks. Filardo et al. (2018) address this issue 
in a dynamic stochastic general equilibrium (DSGE) framework by assessing the optimal 
policy response to different drivers of commodity price swings. Connecting empirical data 
with DSGE frameworks, this paper addresses how monetary policy spillover effects function 
and propagate onto EMEs and discusses ways to limit these spillovers. Building on previous 
literature and testing Filardo’s model (Filardo et al. 2018) in the Macroeconomic Model Da-
tabase (MMB) (Wieland et al. 2012; Wieland et al. 2016), I hypothesise that correctly iden-
tifying the sources of a shock and a less volatile policy reaction can lead to fewer economic 
fluctuations and might limit monetary policy spillovers. 

The paper is structured into the following sections. Section 2 is a literature review that analy-
ses how, under which conditions, and to what extent monetary policy spillovers affect EMEs. 
After highligting key spillover channels and country characteristics that amplify spillovers, I 
showcase the consequences of spillovers for EMEs drawn from model simulations and em-
pirical data in the literature. Following the literature review of spillovers in Section 2, the 
subsequent sections focus on implications drawn from a DSGE model on how monetary 
policy can limit spillovers. Section 3 explains a multi-country DSGE model by Filardo et al. 
(2018), which addresses commodity price fluctuations and associated spillover effects. I pres-
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ent the main quantitative characteristics of this model and their qualitative implications for 
monetary policy, laying the foundation for Section 4. In Section 4, I test their model in the 
MMB (Wieland et al. 2012; Wieland et al. 2016) to showcase the effects of fiscal policy and 
productivity shocks on the economy and the consequences arising from different policy rules 
trying to counteract these shocks. Finally, Section 5 discusses the policy recommendations 
arising from findings in the previous literature and present work.

2 Literature Review: A Critical Analysis of Monetary Policy Spill-
overs
2.1 Monetary Policy Spillover Channels and their Relative Importance

Monetary policy decisions of a country are transmitted through various channels to foreign 
advanced economies (AEs) and EMEs. A substantial body of literature demonstrates that US 
monetary policy has significant spillover effects on other countries (Tillmann 2016; Ahmed, 
Akinci, and Queraltó 2021; Apostolou and Beirne 2019; Hofmann and Takáts 2015; Anaya, 
Hachula, and Offermanns 2017; Chen et al. 2016). Therefore, in this section, the paper will 
mainly refer to the US as the country from which monetary policy spillovers onto EMEs 
originate.

The classic Mundell-Fleming model identifies two international transmission channels of 
monetary policy: the trade channel and the exchange rate channel (Mundell 1963; Fleming 
1962). According to Degasperi, Hong, and Ricco (2021), a US interest rate increase caus-
es a domestic contraction. Consequently, US demand for US and foreign goods decreases, 
displaying the trade channel. Additionally, an increase in US interest rates causes an appre-
ciation of the dollar and, ceteris paribus, depreciation of the EME’s currency, assuming a 
flexible exchange rate. Subsequently, EME goods become relatively cheaper, thereby increas-
ing US demand for foreign goods, referred to as the exchange rate channel. Furthermore, 
Degasperi, Hong, and Ricco (2021) also assess the propagation of spillovers through the 
commodity and oil price channel and the financial channel: Considering that commodities 
are integral to the global economy, the oil and commodity price channel serves a crucial role 
in price spillovers. A tightening of US monetary policy leads to decreasing demand for oil 
and other commodities. Subsequently, the headline inflation in the US and foreign coun-
tries contracts, whereas core inflation remains unchanged at first but can be affected in a 
second-round effect3. According to Degasperi, Hong, and Ricco (2021), the financial chan-

3 Inflation refers to the consumer price index in the paper of Degasperi, Hong, and Ricco 
(2021).
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nel is a pivotal channel in the transmission of real variables. If the Federal Reserve (FED) 
increases the interest rate, investments in the US would become more attractive which leads 
to portfolio rebalancing, resulting in foreign capital outflow, inducing upward pressure on 
foreign long-term yields and downward price revisions of foreign assets. Another reason in 
the case of the US would be a dampening of global economic expectations leading to a risk-
off scenario with EMEs witnessing further capital outflows. Degasperi, Hong, and Ricco 
(2021) also find that cross-border bank lending and international credit channels magnify 
the effect of the financial channel by further limiting the risk-taking of organizations lending 
to EMEs. The financial channel is substantial for EMEs since they are affected more strongly 
than developed economies due to the dominant role of dollar-denominated credit to EMEs 
(Bräuning and Ivashina 2020).

Degasperi, Hong, and Ricco (2021) argue that the exchange rate and trade channels have 
limited impact as they tend to offset each other. Furthermore, the financial channel domi-
nates in the transmission to real variables and the oil and commodity channel primarily de-
termines price spillovers. However, this assessment is not universally applicable. Firstly, the 
channels affect each other ((Bruno and Shin 2015), making an accurate attribution of each 
channel arduous. Secondly, the importance of each channel can depend on country-specif-
ic characteristics. For instance, the trade channel might depend on trade openness and the 
dependence on foreign trade as well as on other characteristics which will be analysed in the 
next section. Finally, assessing the importance of spillover channels by analysing spillovers 
from the US can be subject to general criticism. Spillovers encompass not only direct effects 
from one country to another but also operate through second-round spillover effects via 
other countries (Agénor and Da Silva 2022).

2.2 How Characteristics of Emerging Market Economies Shape Spillovers

As the previous section demonstrates, monetary policy spillover effects propagate to foreign 
countries through various channels. However, the extent of monetary policy spillovers dif-
fers depending on the specific characteristics of EMEs. Given that global trade enables spill-
over effects, the extent of trade openness and trade relations measurably affects the impact 
of monetary policy spillovers. More open economies experience a more pronounced and 
persistent decline in output, with inflation decreasing for a longer period (Degasperi, Hong, 
and Ricco 2021). Furthermore, specific ties of trade and a higher dependence on a foreign 
economy make a country more susceptible to spillovers. For instance, the European Central 
Bank policy heavily impacts central Eastern European economies due to their strong trade 
relations, whereas the specific influence of the FED on this region is limited (Walerych and 
Wesołowski 2021). Next to trade ties, dollar trade invoicing also magnifies adverse monetary 
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policy spillover effects because the currency depreciation of the EME after US monetary 
tightening cannot translate into lower prices of home goods abroad, leading to a decline in 
EME exports (Arezki and Liu 2018). 

Another vital characteristic is the exchange rate regime. Exchange rate regimes can be catego-
rized into floaters, managed floaters, and crawling pegs (Degasperi, Hong, and Ricco 2021). 
A US monetary policy increase leads to an EME contraction in output, inflation, stock pric-
es, and risk appetite for all these regimes. However, the effect is the least for floaters and 
the most severe for peggers. Countries with floating exchange rates witness capital outflows, 
whereas peggers are mostly unaffected. Managed floaters raise interest rates to prevent capital 
outflows and substantial depreciation, even though they suffer from greater real and nominal 
spillovers compared to floaters (Degasperi, Hong, and Ricco 2021). Therefore, trying to lim-
it exchange rate volatility can prove counterproductive for EMEs due to risk premia forcing 
EMEs to substantially increase interest rates to offset exchange rate changes following the 
higher US policy rate. This in turn might increase credit costs and spreads resulting in lower 
gross domestic product (GDP) growth (Kalemli-Özcan 2019). 

However, the impact of spillovers under certain exchange rate regimes also depends on other 
characteristics. For instance, a strong balance sheet, characterized by a low level of dollar 
debt, mitigates spillover effects since EMEs with a strong balance sheet are less vulnerable to 
currency depreciation. Conversely, an abundance of dollar-denominated debt poses a signif-
icant risk to EMEs since a dollar appreciation resulting from a FED rate hike increases the 
amount of debt for the EME as well as debt servicing costs (Ahmed, Akinci, and Queraltó 
2021) and credit spreads (Arezki and Liu 2018). Furthermore, the currency premium in-
creases when the domestic balance sheet of an EME deteriorates after a monetary tighten-
ing, leading to additional exchange rate depreciation and capital outflow. The underlying 
assumption is that foreign borrowing is affected more severely than domestic borrowing by 
enforcement frictions. It is harder for foreign creditors to supervise borrowers in an EME and 
enforce contracts with them than it is for domestic creditors, resulting in credit spreads. This 
in turn leads to a currency depreciation which can then cause losses in the EME’s domestic 
balance sheet, magnifying the depreciation of the currency (Akinci and Queraltó 2018). 

Finally, Kearns, Schrimpf, and Xia (2023) suggest that the extent of financial ties, including 
the amount of dollar-denominated debt, is the strongest determinant of spillovers. Other 
characteristics influencing spillovers include central bank credibility and the associated an-
choring of inflation expectations with less credible central banks and unanchored inflation 
expectations causing larger spillovers (Ahmed, Akinci, and Queraltó 2021).
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2.3 General Consequences of Conventional Monetary Policy Spillovers: An 
Analysis of Empirical Data and a DSGE Framework

A central challenge to studying general spillover consequences arises from the numerous 
heterogeneous characteristics of EMEs presented in the previous section. EMEs might be 
affected to different degrees depending on their characteristics, leading to differences in the 
optimal policy choice. To model these differences and the associated consequences, Ahmed, 
Akinci, and Queraltó (2021) implement a DSGE model which divides EMEs into vulnerable 
and non-vulnerable countries. Vulnerable EMEs are characterized as having fragile balance 
sheets with dollar-denominated debt, poorly anchored inflation expectations, and dollar 
export pricing. Non-vulnerable EMEs, in turn, have strong balance sheets, well-anchored 
inflation expectations, and domestic currency export pricing. Furthermore, their study dif-
ferentiates between different origins of a shock in the US. Monetary tightening would either 
stem from a more hawkish policy stance, meaning an unexpected change in the policy rule, 
or a demand shock. Their model predicts that US monetary tightening resulting from a more 
hawkish policy stance causes an economic slowdown for all EMEs, albeit particularly nega-
tive for vulnerable EMEs. A stronger slowdown aligns with the disadvantageous characteris-
tics of vulnerable EMEs like a decrease in exports due to dollar trade invoicing. In contrast, 
higher US interest rates stemming from higher US demand would lead to mildly positive 
spillovers to economic activity in EMEs with strong fundamentals since increased exports 
from higher overall demand outweigh tighter financial conditions. Consequently, central 
banks are in a better position to increase interest rates due to the initial economic boost from 
higher demand. Conversely, central banks of vulnerable EMEs face a dilemma. The initial 
boost in demand causes inflation to rise which in turn intensifies due to unanchored inflation 
expectations. At the same time, the US monetary tightening increases the dollar-denominat-
ed debt of vulnerable EMEs. Hence, monetary policy is forced to increase policy rates more 
strongly, leading to adverse consequences with economic slowdowns (Ahmed, Akinci, and 
Queraltó 2021). 

Next to general consequences within a DSGE model, analysing the extensive empirical data 
of Degasperi, Hong, and Ricco (2021) allows for insight into the whole propagation of mon-
etary policy spillover effects through different channels in a real-world context for the medi-
an EME: After a monetary tightening of the US, the global economy contracts with a delay. 
Furthermore, EMEs face currency depreciation. However, the exchange rate channel cannot 
compensate for the demand and financial channels. The exchange rate effect is also offset by 
dollar trade invoicing for the median EME which prevents foreign demand for EME goods 
from increasing. Overall demand decreases and a risk-off scenario arises which leads to port-
folio rebalancing and subsequently decreasing asset demand in EMEs, capital flights and a 
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higher risk premium due to the depressed economic situation and outlook. Consequent-
ly, financial and credit market conditions deteriorate, leading to a contraction of the stock 
market. These effects result in a contraction of EME output comparable to the decline in 
the US itself. Additionally, headline inflation drops more strongly than in the US within the 
representative data. This stands in contrast to rising prices following a demand-driven shock 
within the model of Ahmed, Akinci, and Queraltó (2021). A potential interpretation of the 
decrease is that in the empirical data, the trade, commodity, and financial channels outweigh 
the exchange rate channel for the median EME. Additionally, it is important to consider that 
in the sample data, many EMEs are commodity exporters and hence commodity price de-
clines heavily contributed to the contraction of prices in the economy in general which might 
have been underestimated by the model. Following the different price reactions, the policy 
rate in the median case decreases (Degasperi, Hong, and Ricco 2021), whereas the policy rate 
in the model of Ahmed, Akinci, and Queraltó (2021) increases.

 It is important to interpret the empirical findings with caution. Degasperi, Hong, and Ricco 
(2021) potentially overlook the multilateral intricacies of global linkages. In analysing lin-
ear relationships, monetary policy implications and spillover effects could be oversimplified. 
Iacoviello and Navarro (2019) close this gap and find with an extensive panel regression 
similar results. Nonetheless, the informative value of these analyses is ambiguous. The im-
pact of US monetary policy on the individual country is heterogeneous and depends on the 
country-specific characteristics (Walerych and Wesołowski 2021). At the same time, relat-
ed spillback effects should be considered. EMEs like systemically important middle-income 
countries with a large impact on commodity prices can also cause large spillovers (Agénor 
and Da Silva 2022). Therefore, in the future, empirical studies need to focus on a narrower 
classification of EMEs, for instance by introducing an analysis of the consequences of mone-
tary policy on systemically important middle-income countries and related spillback effects 
while differentiating between different shocks. 

2.4 Unconventional Monetary Policy Spillovers on EMEs

Given the extended periods of near-zero interest rates in many AEs from 2008 to 2018, novel 
unconventional measures were introduced to stimulate economic growth in the short run. 
Unconventional monetary policy (UMP) comprises multiple measures including negative 
interest rate policies, lending operations or credit policies, and quantitative easing (QE), ac-
companied by forward guidance (Fratto et al. 2021). In particular, QE plays a crucial role 
in causing spillovers (Chen et al. 2016). However, negative interest rate policies as well as 
lending operations or credit policies also cause spillovers (Fukuda 2018; Miyajima, Mohanty, 
and Yetman 2014). Furthermore, Moessner (2015) finds that, at the zero lower bound, for-
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ward guidance, meaning announcements on the future path of the federal funds rate, induces 
measurable equity price hikes across all countries and particularly in EMEs. However, it is 
conceivable that forward guidance can result in different reactions depending on the per-
ception of investors to the announcements (Böck, Feldkircher, and Siklos 2021). Forward 
guidance might be perceived negatively if the guidance is an indicator that the slow economic 
growth persists longer than expected. In contrast, forward guidance indicating a tightening 
might even induce capital inflows via a risk-on effect if it signals investors that the econo-
my performs better than expected. Furthermore, country-specific characteristics likely have 
an impact on the effectiveness of forward guidance and the associated spillovers. Forward 
guidance stemming from a less credible central bank might be perceived as not trustworthy, 
as suggested by Cole, Martínez-García, and Sims (2023). In general, these communication 
tools are used together with other unconventional monetary policy measures like QE, which 
gained importance in the aftermath of the 2008 global financial crisis. QE directly boosts 
the liquidity available by buying long-term bonds, thereby reducing interest rate spreads be-
tween long- and short-term treasuries. Likewise, they also target reducing corporate spreads, 
the difference between the Federal funds rate and the corporate borrowing rate, to bolster 
investment (Chen et al. 2016). Anaya, Hachula, and Offermanns (2017) assess that the over-
all consequences of QE are persistent increases in real and financial variables in EMEs. Fol-
lowing US QE measures and the rise in capital inflows in EMEs, equity returns and real 
output increase. Furthermore, the EME currency appreciates due to the capital inflow into 
EMEs. However, the impact of QE only persists in the short term with EME capital inflow 
fading away after around 6 months and real GDP growth staying above the trend for nearly 
one year (Anaya, Hachula, and Offermanns 2017). In general, EMEs are affected relatively 
strongly by UMP, with sovereign yields in some countries changing even more than in the 
US due to spillovers (Bowman, Londoño, and Sapriza 2015). However, the consequences of 
QE on EMEs are heterogeneous (Chen et al. 2016), as the case study of the next session will 
reveal. Furthermore, when assessing general spillover consequences, Fratzscher, Lo Duca, 
and Straub (2018) argue that QE effects on foreign economies depend on the economic en-
vironment, leading to time-varying effects. Therefore, chronologically analysing the varying 
spillover effects found by Fratzscher, Lo Duca, and Straub (2018) conveys a better under-
standing of the propagation of QE. The global financial crisis led to multiple rounds of QE, 
labelled QE1, QE2 and QE3. The FED introduced QE1 in late 2008 before the end of the 
global financial crisis. These measures lowered sovereign yields and increased equity prices, 
predominantly in the US. QE1 was accompanied by capital flows from EMEs into the US, 
probably because investors gained hope for a recovery of the US which induced a portfolio 
rebalancing. In contrast, QE2 in 2010 resulted in procyclical effects in EMEs through capital 
inflows, which was likely caused by lower macroeconomic uncertainty and a risk-on effect 
(Fratzscher, Lo Duca, and Straub 2018). Bowman, Londoño, and Sapriza (2015) find that 
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in the case of QE3, the currencies of EMEs depreciated and stock prices declined in the first 
half of 2013. A possible explanation could be a capital outflow after an overheating of EMEs 
or expectations of an incoming full recovery of the US market, increasing its attractiveness 
for investment. 

These results show that QE spillovers differ depending on the economic environment and 
demonstrate the dangers of cycles of expansions followed by recessions for EMEs due to re-
versals of capital flows back into developed economies, aligning with Tillmann (2016). Chen 
et al. (2016) point out that the spillovers of US monetary policy in EMEs can be a main 
source of financial instability. Furthermore, the shifts between conventional and unconven-
tional measures lead to monetary policy uncertainty which persistently increases systematic 
financial risks across associated countries (Ouyang, Wei, and Васа 2022). At the same time, 
UMP could help at boosting economic growth and stabilise prices (Tran and Pham 2020). 
Therefore, the case study in the following section will provide a clearer view of the potential 
costs and benefits of UMP depending on the economic environment.

2.5 Case study: The Influence of Unconventional Monetary Policy on Bra-
zil

After the financial crisis, Morgan Stanley (2013) identified five fragile countries – including 
Brazil – because of their vulnerability through large current account deficits, high inflation 
rates, high exchange rate volatility and low foreign reserves per total external debt. Brazil’s 
reliance on foreign capital flows and its connection to the American economy make it sus-
ceptible to significant spillover effects, giving valuable insight into associated benefits and 
costs. Chen et al. (2016) examine extensive data on the impact of UMP spillovers on key eco-
nomic variables for several Latin American countries provides evidence that spillovers had 
a greater impact on financial and economic variables in Brazil, compared to AE countries, 
which is consistent with Brazil’s vulnerable characteristics: Following a cut in US corporate 
spreads, appreciation pressure rose substantially for Brazil. This might be attributed to the 
Brazilian currency being a traditional carry-trade investment currency (Bowman, Londoño, 
and Sapriza 2015). Furthermore, a risk-on effect led to capital inflows into Brazil, leading to 
higher equity prices. The increase in equity prices was larger than in other Latin American 
countries which demonstrates that Brazil is focus to foreign investment. While Argentina 
loosened monetary policy, Brazil and Mexico tightened their policy rate in response to lower 
corporate spreads, likely to prevent hyperinflation. Consequently, in contrast to Argentina, 
Brazil experienced negative inflation, despite recording positive real GDP growth (Chen et 
al. 2016). 
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An increase in real GDP growth would suggest that Brazil profited to some extent from QE. 
However, to understand the complex effects of QE, it is necessary to analyse the time-vary-
ing effects of spillovers onto Brazil. Chen et al. (2016) find that QE1 likely supported the 
Brazilian recovery from 2009. Interestingly, while there was an initial capital outflow at the 
start of QE1, aligning with the findings of Fratzscher, Lo Duca, and Straub (2018), the ef-
fect reversed rapidly, and capital inflows in Brazil rose during QE1. Consequently, foreign 
monetary policy contributes to Brazil’s market volatility, aligning with the findings of Apos-
tolou and Beirne (2019). This might have also led to Brazil’s high exchange rate volatility 
(Chen et al. 2016). Whereas QE1 occurred in times of recession and helped the economy 
to recover, QE2 occurred at the peak of Brazil’s real GDP growth which suggests that QE2 
potentially contributed to Brazil’s overheating. Brazil’s growth may have accelerated more 
rapidly than in other countries due to looser monetary and credit conditions, as evidenced 
by increased money and credit growth. After QE2, real GDP reached its peak and subse-
quently decreased, including during the maturity extension program in the US, a program 
where shorter-term Treasury securities were sold to buy longer-term Treasury securities. Fi-
nally, real GDP growth rebounded during QE3, indicating that QE3 might have played a 
role in preventing a recession in 2012 (Chen et al. 2016). However, the FED announcement 
of tapering, meaning a withdrawal from their stimulus program in May 2013, led to capital 
outflows out of Brazil which resulted in currency depreciation and ignited fears of a recession 
(Mohan and Kapur 2014). This analysis highlights Brazil’s vulnerability to spillover effects, 
resulting in significant fluctuations in key economic variables. Considering that Brazil is a 
major exporter of commodities, policy measures affecting the economy could lead to spill-
back effects onto EMEs and AEs by affecting commodity prices (International Monetary 
Fund 2016; Mwase, et al. 2016). Finally, previous studies may have even underestimated the 
extent of UMP spillovers due to the presence of non-linear spillovers, particularly through 
asset prices (Dou et al. 2020).

3 Commodity Price Swings and Monetary Policy Spillovers in a 
DSGE Framework

The previous section demonstrates that monetary policy spillovers can have deleterious consequences 
for EMEs. Considering increases in the volatility of commodity prices, commodity-reliant EMEs be-
come increasingly vulnerable to spillover effects (Kilian 2009). Filardo’s DSGE model conceptualizes 
the effects of commodity price swings to find an adequate policy reaction to stabilise the economy, 
thereby limiting spillovers (Filardo et al. 2018). This section presents the baseline model of Filardo 
et al. (2018) and analyses its implications for commodity price shocks and spillovers based on their 
model simulations. Therefore, the section aims to convey an understanding of how the baseline mod-
el is constructed and how it can be used to analyze monetary policy decisions and their consequences 
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on the economy. This will be important in the subsequent section, where the underlying model is 
further explored through additional model simulations and adapted with respect to the monetary 
rule in section 4.2. 

The model is based on a multi-country DSGE model introduced by Nákov and Pescatori (2010) and 
differentiates between commodity-exporting countries (CECs) and a commodity importing country 
(CIC), albeit the latter can also be interpreted as a region of countries. Unlike the underlying model, 
Filardo et al. (2018) employ a broad basket of commodities instead of just oil to enhance generality. 
The main assumptions of the model are market clearing, cross-border financial autarky and a com-
mon currency to simplify the analysis. The basic setup of the model consists of the households maxi-
mising their utility function over consumption and labour while having a standard budget constraint. 
The optimal path of consumption has the form of a standard Euler equation. A higher real interest 
rate will lower consumption in the current period relative to the next period since saving becomes 
more attractive to maximise overall consumption. Consumption, in turn, is defined by Filardo et al. 
(2018) as a Cobb-Douglas function (Cobb and Douglas 1928) of final goods consumption and com-
modity demand of the households. Therefore, they expand the model by introducing a commodity 
good in the household’s utility function. This definition is crucial because the presence of a commod-
ity good in the utility function can cause a disparity between headline and core inflation in the CIC. 
In turn, monetary policy has to decide whether it should focus on headline inflation and fully lean 
against a shock or focus on core inflation and look through the first round of shock effects in the case 
of a supply shock. The CIC also uses commodities to produce final goods and sells them to the CECs 
whose household’s utility depends on final goods consumption. Final goods producers act under mo-
nopolistic competition and only use commodities and labour as inputs. They buy commodities at 
the real commodity price which is the commodity price relative to the aggregate price. In the model 
of Filardo et al. (2018), final good producers set the prices assuming staggered price mechanisms in 
the style of Calvo (1983), which implies nominal rigidities inherent to DSGE models. In contrast, 
CECs have no nominal rigidities and consist of a dominant commodity exporter and a small group 
of competitive exporters (Filardo et al. 2018). Their commodity production function depends on 
a productivity factor, which evolves exogenously, and the amount of intermediate goods (i.e., final 
goods) bought from the CIC. Changes in productivity are seen as a global commodity supply shock. 
If the market is perfectly competitive, commodity prices are equal to marginal costs. In contrast, 
if there is a dominant player active, the dominant exporter sets its price to maximise the expected 
present discounted value of the logarithm of profits. An important difference from the underlying 
model is that the dominant commodity exporter does not internalise the feedback of its decisions on 
macroeconomic variables of the CIC including marginal cost, output, consumption, price dispersion 
and the total mass of competitive fringe countries. Therefore, the model implies a more restrictive 
information availability, which can be seen as realistic within a world of information asymmetries. 
Consequently, the maximisation problem of the dominant exporter determines the real commodity 
price as a markup over marginal cost:

(1.1)
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with being the commodity market markup and  
representing the elasticity of  ubstitution of net global demand.4 Different from most DSGE 
models, commodity prices are modelled as endogenously changing, being driven by supply 
and demand shocks, which allows for an analysis of an optimal policy response depending on 
the shock origin. Marginal costs of the CEC, , are driven by global commodity supply 
shocks like productivity shocks. In contrast, a markup shock can be interpreted as a demand 
shock, signaling a shift in agents’ preferences towards commodity consumption, although 
firm-specific supply shocks, like an increase of market share of the dominant exporter, can 
also induce markup shocks. To consider the optimal monetary policy reaction to shocks, 
Filardo et al. (2018) assume a linear Taylor rule determined by deviations in output, interest 
rate and inflation from their benchmarks. In this model, monetary policy decisions are made 
only from the perspective of the CIC. Filardo et al. (2018) predominantly focus on efficient 
output but introduce natural output. The comparison between natural and efficient output 
highlights that, unlike for natural output, stabilising efficient output and core inflation is not 
immediately achievable after commodity price shocks, implying spillovers. Natural output 
is the level of output consistent with a flexible price equilibrium. In contrast, the level of 
efficient output requires no monopolistic distortions in commodity and final goods markets 
and flexible prices. 

Therefore, the efficient output gap is the difference between actual output and the efficient 
level of output which can be expressed as:

(1.2)

Hence, the efficient output gap depends on the natural output gap5, on ψ  being the com-
modity markup deviation from the steady state and  as a productivity shock6. Therefore, 
demand and supply shocks both affect . Additionally, the formula implies that devia-
tions in ψ  or  lead to deviations between  and . Specifically, ψ  counteracts the 
effects of a demand shock through an increase in markup. This is because efficient allocation 
implies that fluctuations in commodity markup do not affect the level of efficient output. 
Moreover, a negative supply shock would lead to an efficient and natural output gap, albeit 
the gap would be smaller in the efficient case which affects the efficient interest rate response 

4  is the commodity production of the dominant exporter and  is the supply of the 
fringe.
5  with  denoting the deviations in marginal cost in peri-
od t.
6   and α γ γ .  and are only equal under 
perfect competition or if commodities are only consumed α .
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to a supply shock, later shown in formula (1.5). 

Furthermore, monetary policy can focus on stabilising headline or core inflation which are 
defined, respectively, as follows:

(1.3)

(1.4)

Core inflation is a Phillips curve determined by expected core inflation, an endogenous cost-
push shock, , and the efficient output gap with κ  as a scaling factor. Furthermore,  is a 
function of markup and productivity, implying that both demand and supply shocks directly 
affect core inflation. Contrary to other models, the model of Filardo et al. (2018) implies that 
stabilising the efficient output gap and core inflation is no longer possible due to this Phil-
lips curve. An increase in commodity price markup puts upward pressure on core inflation. 
However, the increase in commodity price markup lowers the efficient output gap as shown 
in formula (1.2). Therefore, monetary policy cannot immediately stabilise the economy, im-
plying more persistent spillovers within a region of CICs. In this efficient benchmark, mon-
etary policy focuses on the efficient interest rate where final goods and commodity markets 
are perfectly competitive:

(1.5)

The formula implies that  does not respond to markup changes since they do not af-
fect the efficient output. A negative supply shock would decrease the efficient interest rate 
but less than the natural rate because it does not incorporate the decrease in markup. As a 
result, monetary policy leans more against this commodity price shock following the effi-
cient benchmark, thereby increasing the efficient output gap while lowering core inflation 
and inhibiting immediate economic stabilisation. Similarly, for a positive exogenous demand 
shock, the increasing commodity price markups would prolong the process of economic sta-
bilisation. Turning to the monetary policy rule, Filardo et al. (2018) focus on the efficient 
benchmark policy rule which is defined as:

(1.6)

Here, φ  is the weight on core inflation, π , φ  the weight on the efficient output 
gap, , and φ  the weight on the change in commodity price, . To find the opti-
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mal weights on these variables, the model compares policy rules by analysing their effect on 
welfare, whereas welfare encompasses a combination of utility and the discounted welfare of 
the next period. Filardo et al. (2018) suggest that different welfare losses arise for policy rules 
that respond only to core inflation compared to those that respond only to headline inflation, 
with the former generating fewer and the latter resulting in larger losses. This is because poli-
cy rules targeting core inflation account for commodity price effects, resulting in less volatile 
interest rates and, consequently, more optimal outcomes. Looking at demand and supply 
shocks illustrates the meaning of the model of Filardo et al. (2018), compared to standard 
DSGE models, and the issue for the monetary authority. An exogenous shift in aggregate 
demand demonstrates that, different from typical DSGE models, a change in the interest 
rate will not completely offset the shock and a positive output gap remains for approximately 
six quarters, due to the nature of the shock. In this scenario, monetary authorities ought to 
internalise monetary policy spillovers across borders and coordinately lean against the shock 
to reduce procyclical movements and bolster economic stabilisation. Similar to a demand 
shock, monetary authority cannot immediately offset a commodity supply shock. However, 
different from a demand shock, the macroeconomic impact is comparably modest. There-
fore, monetary policy ought to look through commodity supply shocks. 

Importantly, the model expands on typical models by accounting for the risk of misdiag-
nosing the origin of a commodity price shock resulting in adverse monetary policy spill-
over effects because of the suboptimal policy responses. This risk arises because monetary 
authority cannot determine the type of shock in real time due to a lack of information. Since 
a supply shock affects the efficient output whereas a demand shock would not, determining 
the output gap and the interest rate to close the gap is arduous. Hence, Filardo et al. (2018) 
implement a Kalman filter (Kalman 1960) of the form:

(1.7)
to represent how the monetary authority deduces the sources of commodity price fluctua-
tions, based on past data. M is a weighted average of the covariances and variances of  and  

. M is calculated as follows: 

(1.8)

with ρ ψ  and σψ σ . Filardo et al. (2018) analyse three misdiagnosis 
cases. Firstly, if a supply shock is mistaken for a demand shock (misdiagnosis case A). Sec-
ondly, if a demand shock is mistaken for a supply shock (misdiagnosis case B). Finally, in 

Emerging Market Economies

ψ

ρ

ρ

ρ

74



misdiagnosis case C, monetary authority attributes commodity price fluctuations partially 
to both types of shocks, even though the fluctuations are caused by only one of them. In mis-
diagnosis case A,  converges to 0 due to a high supply shock volatility, relatively speaking. 
Since in the past, commodity price fluctuations were caused by demand shocks, monetary 
authority attributes nearly all the fluctuations to the commodity price markup, mistaking the 
supply shock for a demand shock: If ψ . Therefore, monetary 
policy will increase interest rates too harshly, leading to an immense drop in inflation and 
output. In misdiagnosis case B, monetary authority wrongly attributes all the fluctuations to 
productivity: If ψ . Mistaking a demand shock for an ex-
ogenous supply shock leads to a look-through policy, causing spillover and spillback effects, 
in the sense that the policy reaction contributes to procyclicality within the region of CICs. 
In misdiagnosis case C, monetary authority attributes fluctuations partially to both, markup, 
and productivity, with weights dependent on the relative volatility and correlation of the 
components. In this case, monetary authority would respond excessively to supply shocks 
and inadequately to demand shocks. Finally, Filardo et al. (2018) suggest that monetary au-
thority should, under the risk of misdiagnosis, focus on core inflation since it stabilises the 
economy more actively. As a result, monetary policy would lean against a demand shock, 
reducing spillover effects, while limiting the risk of responding too harshly to a supply shock. 
Nonetheless, the policy response cannot immediately stabilise the economy under the risk 
of misdiagnosis. To improve the accuracy of monetary policymaking, the monetary author-
ity tries to learn about the origin of a shock by analysing previous data and continuously 
updating its assessment via information about the economy’s response to monetary policy 
actions. The learning process over time shows that impulse responses lead to convergence 
with the full information impulse responses. This is because, over time, monetary authority 
learns about the misdiagnosis and adapts its policy response. Consequently, the interest rate 
response is between the misdiagnosis case and the optimal policy response. Therefore, if, at 
first, a demand shock is misdiagnosed, this learning process would lead to an adaption of the 
policy reaction with interest rates increasing, thereby reducing procyclicality. However, the 
process cannot completely offset the initial mistake. Therefore, the learning process may be 
constrained by only observing the macroeconomic consequences of policy actions. 

Finally, Filardo et al. (2018) suggest that, in a world of incomplete monetary policy coop-
eration, there is an incentive to deliberately misdiagnose the nature of a shock due to the 
domestic mandate of central banks. Especially smaller countries with a smaller impact on the 
global situation would be prone to treat shocks as purely exogenous because they ignore the 
impact of their policy decisions abroad. Additionally, the first mover advantage reinforces the 
likelihood of a suboptimal behaviour of the whole group. Each country in the same situation 
has an incentive to deviate. Therefore, central banks collectively neglect spillover and spill-
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back effects of their decisions, leading to procyclicality. Consequently, central banks should 
enhance policy cooperation according to Filardo et al. (2018).

4 Model Simulations
4.1  The Effect ofMonetary Policymaking in a DSGE Framework

Filardo et al. (2018) suggest to internalise monetary spillover and spillback effects and fully 
lean against a demand shock while looking through a supply shock. This section simulates 
the reactions of key variables to specific supply and demand shocks within the MMB, a mod-
el comparison platform (Wieland et al. 2012; Wieland et al. 2016). At first, a positive aggre-
gate demand shock will be analysed via a positive fiscal policy shock. Afterwards, a negative 
supply shock through a decrease in productivity will be simulated. This section will show 
the responses of variables which are crucial to understand the shock propagation, partic-
ularly interest rate, core inflation, output, commodity price, marginal costs, and aggregate 
consumption. First, these simulations provide an understanding of the propagation of fiscal 
policy and productivity shocks within the model and explore monetary policy reactions and 
their implications for limiting spillovers. Second, analysing these shocks lays the foundation 
for scrutinizing the policy suggestions of Filardo et al. (2018). In particular, analysing a fiscal 
policy shock as a demand shock, an approach not explored by Filardo et al. (2018), outlines 
implications for monetary policy decisions. Section 4.2 explores this further, where the base-
line monetary policy rule proposed by Filardo et al. (2018) is compared to a policy rule with 
inertia in its responsiveness to shocks. The model is tested given the suggested weights of 
φ , φ  and φ  in the policy rule and the predetermined cali-
bration of structural parameters of Filardo’s model in the MMB (Filardo et al. 2018; Wieland 
et al. 2012; Wieland et al. 2016). The policy rule is modelled according to formula (1.6) with 
monetary authority forming expectations of core inflation and output in the current period, 
based on their values in the previous period, since they cannot observe their changes in re-
al-time.

The simulation presented in Figure 1 shows the responses of key variables within the CIC 
to a positive aggregate demand shock in the form of a fiscal policy shock with government 
spending increasing by one percent.
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Figure 1: Response to a Positive Aggregate Demand Shock for the Commodity Importing 
Country

The propagation of the shock in period 1 is as follows. Starting in the steady state, an increase 
of government spending leads to higher aggregate demand for final goods, boosting final 
goods production and thus output. Therefore, final goods producers demand more com-
modities as an input for production, allowing the dominant exporter to increase its markup, 
which then leads to an increase in commodity prices. Furthermore, to meet this higher ag-
gregate demand, final goods producers employ more workers, resulting in higher real wages. 
As a result of higher commodity prices and higher real wages, marginal costs for the CIC in-
crease. Looking at formula (1.4), the process of shock propagation leading to higher core in-
flation is depicted by a positive efficient output gap, an endogenous cost-push shock through 
the higher markup from the CEC and higher expected core inflation. Since the preference 
of the households towards consumption remained unchanged, their consumption decreases 
following the higher final goods and commodity prices, aligning with a crowding-out effect 
of consumption through fiscal policy (Cwik and Wieland 2010). Furthermore, the interest 
rate increases in period 1 due to the increase in commodity prices. However, monetary policy 
does not fully lean against the shock in period 1 because it cannot perceive the current chang-
es in output and inflation. Therefore, the interest rate reaches its peak in period 2, adapting 
the expectations to the former rise of output and core inflation. Thus, the monetary authority 
fully leans against the shock in period 2, putting downward pressure on these variables. How-
ever, another crucial change occurred from period 1 to period 2. The government spending, 
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which was a one-time shock in period 1, decreases and reaches its initial level in period 2. 
Consequently, total aggregate demand falls. This in turn leads to a lower final goods pro-
duction and depresses output in period 2. As a consequence, commodity demand decreases 
which leads to a reduction in markup and subsequently lower commodity prices. Together 
with the lower labour demand, the decrease in commodity prices results in lower marginal 
costs. Furthermore, core inflation contracts following lower markup and a lower output gap. 
The lower prices outweigh the higher interest rate in period 2 and make consumption more 
attractive, leading to a mild increase in consumption. Therefore, all key variables except for 
consumption and interest rate decrease substantially from period 1 to period 2. In the sub-
sequent periods, interest rates gradually decrease but stay above zero until output and core 
inflation converge to their steady state. The decreasing prices and interest rates also lead to a 
recovery of consumption. Therefore, the shock fades away and all the key variables return to 
their initial levels after approximately 8 periods. 

This shock demonstrates that monetary policy is not able to immediately stabilise the econo-
my, implying more persistent spillovers. Furthermore, the policy reaction might be subopti-
mal for this shock. Since the demand shock was not caused by a change in preferences, but by 
a one-time change in government spending, a milder policy response might have been more 
appropriate to limit the drop in household consumption, which, together with the decrease 
in government spending in period 2, might have stabilised output and core inflation more 
aptly. This hypothesis will be analysed in the next section.
For a negative supply shock through a decrease in productivity by one percent, the impulse 
responses are shown in Figure 2. 

Figure 2: Response to a Negative Supply Shock for the Commodity Importing Country
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Starting in the steady state, a decrease in productivity leads to an increase of marginal costs of 
the commodity exporter in period 1. Subsequently, commodity production decreases. The 
lower supply and higher marginal costs of the commodity exporter then induce an increase 
in the commodity price. Furthermore, since the preference towards consumption did not 
change, the hike in prices, which together with higher interest rates implies a higher real in-
terest rate, leads to a decrease in aggregate consumption of the households. Households rath-
er save and consume later once prices are brought down again. The effect on marginal costs 
for the CIC is multi-faceted. A higher commodity price contributes to increasing marginal 
costs of the final goods producer buying commodities for production. However, this effect is 
being offset by the decrease in real wages. Real wages decrease following lower consumption 
and higher labour supply. Labour supply increases because of a negative income effect due 
to the higher commodity prices. Consequently, marginal costs of the CIC decrease. Overall, 
the increase in commodity prices and decrease in consumption outweigh the minor increase 
in labour, leading to a decrease in output which reaches its nadir in period 1. Following the 
negative efficient output gap, core inflation decreases, albeit only slightly due to the mod-
erate magnitude of the shock and the partially offsetting effect of lower productivity of the 
CEC which increases marginal costs for the CIC. In period 1, the role of monetary policy 
is negligible. As monetary authority solely observes the increase in commodity prices, but 
has little weight on commodity price changes, interest rates marginally increase. However, 
after observing the decrease in core inflation and output, interest rates sharply decrease in 
period 2 and converge to the steady state in subsequent periods. Consequently, the lower 
interest rates increase consumption. In turn, the higher consumption increases production, 
thereby boosting real wages and thus marginal costs. Subsequently, output increases in peri-
od 2. Since output and productivity rise, core inflation also increases in period 2. At the same 
time, commodity prices only slowly decrease due to the low policy rate and associated higher 
commodity demand. Finally, due to the nature of the shock with productivity only slowly 
recovering, the mild policy response and the associated slow decrease in commodity prices, 
the recovery of variables like core inflation and output after period 2 takes longer than for the 
fiscal shock and is not complete within the 20-period horizon.

The responses to a supply shock underpin the importance of correctly identifying the origin 
of a shock. With the mild response of monetary policy, key variables do not witness extreme 
fluctuations and gradually return to their steady state, thereby potentially limiting spillovers.

4.2 How Different Policy Rules Shape Economic Fluctuations and Spill-
overs

Achieving less volatile policy reactions and economic stabilisation, thereby reducing mone-
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tary policy spillovers, would be highly desirable. Therefore, this section addresses two ques-
tions. First, whether policy rules other than the standard Taylor Rule (STR) used by Filardo 
et al. (2018) can lead to a smoother and less volatile policy reaction while limiting economic 
instability. Second, this section analyses whether the recommendation to fully lean against a 
demand shock is valid or if it is suboptimal in the case of a fiscal policy shock and therefore a 
narrower classification of the origin of different types of shocks necessary. Here, I will intro-
duce the inertial Taylor rule (ITR). In contrast to the STR, the ITR responds more slowly 
to shocks. The ITR crucially exhibits inertia by including a lagged federal funds rate. Any 
change in the current policy rate signals a longer-lasting change in the policy stance (Carl-
strom and Fuerst 2008). The ITR is an intriguing object of scrutiny due to its benefits and 
costs that have major implications for monetary policy spillovers and the ITR’s real-world 
applicability. There is empirical evidence that the ITR has a better historical tracking per-
formance and is closer to the actual decisions of the FED (Carlstrom and Fuerst 2008). The 
STR might be more suitable for quickly stabilising economic activity and inflation due to its 
aggressive response. However, the ITR might be chosen over the STR to avoid high interest 
rate volatility, as a hedge against uncertainty and to ensure economic and financial stability, 
according to Carlstrom and Fuerst (2008). They find that after a commodity price shock, the 
promise of higher interest rates in the future keeps inflation lower than in the non-inertial 
case under price and wage stickiness. The model of Filardo et al. (2018) solely includes price 
stickiness, making the outcome of the comparison ambiguous. For the comparison of inertial 
and standard rule, I modelled the ITR as follows: 

(2.1)

The weights on commodity prices, core inflation and output are set equal for both policy 
rates. Furthermore, the degree of inertia corresponds to a weight on the lagged federal funds 
rate of 0.7, aligning with the range of inertia found by empirical literature (Clarida, Galí, and 
Gertler 1999). At first, the responses to a positive aggregate demand shock under both policy 
rules will be compared. Afterwards, the responses to a negative supply shock will be exam-
ined. The first simulation in Figure 3 displays the response to a positive aggregate demand 
shock, in the form of a positive fiscal policy shock, under the STR (blue line) and ITR (red 
line). 
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Figure 3: Response to a Positive Aggregate Demand Shock Under Different Policy Rules for 
the Commodity Importing Country

Comparing both policy rules, one can deduce that the lower interest rate volatility of the 
ITR leads to a faster stabilisation of core inflation, reaching its initial state around period 4, 
whereas it takes core inflation until period 7 in the STR case to stabilise. The same accounts 
for the commodity price which stabilises approximately 2 periods prior to the standard case. 
Likewise, output in the inertial case decreases faster from its peak, leading to a lower output 
than in the STR case after period 3. Consumption decreases in both cases but due to the 
lower interest rate in periods 1 and 2, households have more incentive to consume more in 
period 1 following the inertial rule. However, consumption recovers more slowly in the ITR 
scenario since the interest rate decreases less after period 2 than in the STR case. Although 
the ITR leads to a slightly higher peak of key variables in period 1, due to the lower interest 
rate, the ITR achieves a faster recovery of key variables like core inflation and output than the 
STR does. This has intriguing implications. Especially in a real-world context, where strong 
changes in interest rates cause adverse spillovers, this finding is pivotal and could imply that 
monetary policy spillovers can be limited while achieving monetary policy objectives more 
effectively. 

Contrary to a fiscal policy shock, monetary policy in the STR case looks through a supply 
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shock, as shown in Figure 4, leading to less substantial differences between both policy rates.

Figure 4: Response to a Negative Supply Shock Under Different Policy Rules for the Com-
modity Importing Country

Overall, the policy rate following the ITR increases less than in the STR case in period 1 
but stays above zero for a longer time. This leads to an initially stronger decrease in output, 
consumption, and core inflation in the ITR scenario because forward-looking households 
save to profit from positive interest rates from periods 1 to 4 rather than consume. Since 
consumption is lower in the inertial case than in the standard case, output decreases more in 
period 1. Lower output then leads to core inflation decreasing more in period 1 in the ITR 
case. In the second period, the policy rate following the STR heavily decreases, whereas the 
decrease of the inertial policy rate is less substantial. In contrast to the fiscal shock scenario, 
the STR policy rate is already lower than the ITR policy rate in period 2. Therefore, the fast 
response to lower output and core inflation of the STR contributes to a fast recovery of these 
variables in period 2. From period 3 on, however, core inflation and output in the inertial 
case recover at a faster pace, and core inflation following the ITR is higher than for the STR, 
because policy rates in the ITR case still decrease, whereas the STR policy rate increases 
again. In the subsequent periods, the differences between both cases diminish, due to the 
convergence of both policy rates. However, looking at the magnitude of the shock in period 
1 and the recovery in period 2, the STR seems to perform better in a supply shock scenario, 
compared to the ITR. 
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In conclusion, the shocks demonstrate that the ITR can lead to a less volatile policy reac-
tion, although its effectiveness at limiting economic instability depends on the type of shock. 
Therefore, assessing the specific source of a shock is crucial for the optimal policy response. 
Furthermore, fully leaning against a fiscal shock is suboptimal. The real-world applicability 
and policy recommendations drawn from these findings will be discussed in the following 
section.

5 Discussion

Throughout the previous sections, it becomes evident that various factors contribute to 
monetary policy spillovers which heavily affect EMEs. The exacerbation of financial risks 
through monetary policy spillovers poses a threat to financial and economic stability in 
EMEs and AEs. In this section, I propose to implement systematic measures and strategies to 
limit spillovers in the short and long term.

In the short term, two central measures would contribute to a reduction in spillover effects, 
namely increasing policy coordination to reduce procyclicality and an improvement of pol-
icy responses to different sources of shocks. First, central banks ought to go beyond their 
mandate and coordinate their policy reaction and, within their capabilities and optimal 
policy rules, collectively act against certain shocks to reduce procyclicality, as suggested by 
Filardo et al. (2018). However, policy coordination is difficult to achieve due to potential 
incentives to deviate (Filardo et al. 2018). Additionally, central banks differ in their objec-
tives, amplifying the difficulties of policy coordination. Therefore, a neutral assessor should 
be implemented that bridges divergent views of national policymakers by analysing different 
strategies and the resulting trade-offs to reasonably judge costs and benefits for coordination 
(Ostry and Ghosh 2013). Second, central banks should act accordingly to different types of 
shocks. Here, my paper contributes to existing literature by providing a more nuanced view 
on optimal monetary policy actions depending on the source of a shock and hightlights the 
importance for monetary policy to correctly identify those sources. In particular, I argue that 
it is not sufficient to differentiate between supply and demand shocks, as different types of 
demand shocks require different policy actions, thereby expanding the findings of previous 
papers such as Filardo et al. (2018). To illustrate this, I compare the effects of the baseline 
model’s policy rule to the ITR, demonstrating that not fully leaning against certain shocks 
and collectively reducing interest rate volatility can help mitigate economic fluctuations and 
adverse spillovers. Furthermore, in a real-world scenario with factors such as risk-premia, 
forward-looking expectations, uncertainty about shocks, currency mismatches, financial 
channels, and vulnerabilities of EME characteristics, investors and consumers would likely 
perceive high interest rate volatility and its consequences as less predictable, thereby increas-
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ing economic and financial instability. Furthermore, the risk of scarring effects should be 
considered when deciding on monetary policy. An overly tight policy reaction might cause 
a deep contraction that cannot be easily reversed with policy easing, given the sluggish re-
building of supply during expansions (Aikman et al. 2022). Although my findings support 
using the ITR in a fiscal shock scenario, a robustness test for a plethora of DSGE models for 
this scenario, compared to empirical data, is necessary to come to a more general conclusion, 
since the model of Filardo et al. (2018) rests on model-specific assumptions. For fiscal pol-
icy shocks, model-specific assumptions like the extent of price and wage rigidity, financial 
frictions or the share of liquidity constraint consumers lead to varying fiscal multipliers, po-
tentially resulting in different policy conclusions (Kilponen et al. 2019). Furthermore, the 
real-world applicability of model simulations of fiscal shocks is subject to criticism in general, 
because many model specifications impose tight ranges of fiscal multipliers before condition-
ing them on data, potentially leading to biased results (Leeper, Traum, and Walker 2017). 
Therefore, DSGE models ought to be improved regarding their real-world applicability. 
Finding optimal policy reactions to shocks in a realistic model could bolster economic sta-
bility and limit spillovers. Filardo et al. (2018) generalize and disregard aspects of real-world 
intricacies. The model assumes financial autarky, a common currency, and no monetary pol-
icy actions from CECs. Therefore, the model disregards spillovers through financial and ex-
change rate channels that, as presented in the literature review, turn out to have a substantial 
impact on EMEs. Disregarding these components in a DSGE model renders it unreliable in 
stressed periods. Therefore, allowing for the role of foreign-currency borrowing can lead to 
more empirically relevant spillover findings in DSGE models, resulting in an improvement 
of policy decision-making (Georgiadis and Jančoková 2020). Furthermore, as my findings 
suggest, more attention should be drawn towards finding optimal policy reactions, depend-
ing on different types of demand or supply shocks, thereby limiting spillover effects. At the 
same time, it is crucial to constantly update these assessments and analyse the interplay be-
tween different types of shocks within DSGE models and in a real-world scenario. Especially 
in a real-world scenario, shocks tend to be complex. An initial supply shock, where a look-
ing-through policy would be optimal, might witness a stronger pass-through of core infla-
tion, if accompanied by a sudden demand shock. This makes a fast assessment of the under-
lying dynamics of shocks crucial for monetary policy. The necessity of such an improvement 
becomes particularly lucid in recent times of the COVID-19 aftermath, where understanding 
the interplay of demand and supply shocks and their impact on inflation prove challenging 
for monetary policymaking (Thorbecke 2023). 

In the long term, monetary and fiscal policy ought to conduct changes in EMEs to reduce 
their vulnerability, thereby structurally mitigating spillovers. The literature review shows 
that a financial restructuring of EMEs is crucial to reduce the amounts of dollar-denomi-
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nated debt, making EMEs less vulnerable to US monetary tightening (Ahmed, Akinci, and 
Queraltó 2021). Furthermore, a stronger currency and floating instead of fixed exchange 
rates would help to minimize adverse spillover effects (Degasperi, Hong, and Ricco 2021), 
whereas a more credible central bank through increased independence would minimize un-
anchored inflation expectations (Ahmed, Akinci, and Queraltó 2021). Finally, systemic risk 
monitoring and a harmonization of regulations across countries could reduce spillover risks 
of financial instability (Engel 2016).
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ing Power on Deforestation in Sub-Saharan Africa
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Abstract

This paper investigates the impact of female bargaining power in deforestation rates across 
Sub-Saharan Africa (SSA), where women actively engage in both the exploitation and con-
servation of forest resources but often have limited control over these resources. Utilizing the 
legal variations and colonial origins of national borders, the study employs spatial regression 
discontinuity (RD) analysis to assess these impacts. Contrary to expectations, the findings 
reveal that common law countries, characterized by lower female bargaining power, exhibit 
lower deforestation rates compared to civil law countries. These results suggest the existence 
of compensatory behaviors in decision-making processes related to deforestation in SSA.
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1 Introduction 

Forests play an important role in mitigating the effects of climate change by absorbing atmo-
spheric carbon dioxide and transforming it into living biomass. This process positions for-
ests as vital carbon sinks that also influence atmospheric moisture and rain patterns through 
evapotranspiration (Brack 2019, Chen et al. 2021, Pan et al. 2011, Sheil and Daniel 2009). 
Additionally, forests help regulate water flow aiding in flood prevention (Sanjou, Okamoto, 
and Nezu 2018). However, the steady decline of forest cover in Sub-Saharan Africa (SSA)  
jeopardizes these functions2, diminishing the region’s resilience against climate change (Igini 
2022). Deforestation also exacerbates the climate crisis by halting the carbon absorption pro-
cess and releasing stored carbon via burning or decomposition (Brack 2019)3. Moreover, tree 
removal leads to soil degradation, including compaction, erosion, reduced water infiltration, 
and increased runoff, thereby increasing flood risks (Greenpeace Africa 2024). Financially, 
deforestation impacts potential revenue streams like carbon credits4, as forests gain more eco-
nomic value in carbon markets.

The causes of deforestation are widely studied and are typically categorized into direct and 
underlying factors (Kanninen et al. 2007). Direct causes are those immediately linked to the 
act of clearing land, such as agricultural expansion, mining activities, wood extraction, and 
infrastructure development. On the other hand, underlying causes are broader societal fac-
tors that drive these direct actions. These include macroeconomic elements like economic 
growth or increases in agricultural rent, as well as governance-related factors such as property 
rights, law enforcement, and levels of corruption5. This paper contributes to this extensive 
discourse on deforestation by exploring an additional underlying cause: female bargaining 
power. The underlying hypothesis suggested is that an increase in female bargaining power 
will lead to a reduction in deforestation rates. This expectation is based on women’s unique 
knowledge of sustainability, their inclination towards environmentally friendly outcomes, 
and the disproportionate impact that deforestation has on their lives.

2 According to World Bank Open Data, the proportion of forested land in SSA has decreased from 
29.7% in 2000 to 26.3% in 2020. Furthermore, the continent experienced the highest global net loss of forests 
between 2010 and 2020, totaling 3.9 million hectares. This rate of net forest loss in Africa has been increasing 
each decade since 1990 (FAO 2020). 
3 According to Brack (2019), approximately 12% of global greenhouse gas emissions originate from 
deforestation, directly contributing to the climate crisis.
4 Numerous analysts forecast that carbon credits derived from Africa’s forests could become a signif-
icant export by 2050, potentially reaching around $100 billion in value (see. The Economist 2024, Mirror 
2023, Le Monde.fr. 2023) while Demiralay et al. (2022) argue that including a small portion of carbon futures 
in a stock portfolio provides hedging benefits.
5 See: Kanninen et al. 2007, Abugre and Emmanuel 2022,  Shandra 2003, Sieböck 2022, Godoy 2001, 
Ehrhardt-Martinez 2002, Caliskan 2013, Abman 2020.
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In SSA, women heavily rely on forestry, especially in harvesting non-timber forest products 
(NTFPs), for their livelihood  ( Jimoh and Haruna 2007, Shackleton et al. 2011, Kimaro and 
Lulandala 2017)6. This reliance has led them to develop unique knowledge in the sustainable 
management of these vital resources. Howard-Borjas (2001) adds that this expertise is also a 
result of their roles as food producers and is influenced by their social positions, responsibil-
ities, and status within their communities. Furthermore, the negative impacts of deforesta-
tion, such as increased household labor, diminished income-earning opportunities, adverse 
health consequences, and escalating food insecurity7, disproportionately affect women (FAO 
2024, Shandra 2008). Gender disparities also extend to environmental preferences. For ex-
ample, Guarascio et al. (2013) note that while men may focus on trees for commercial pur-
poses, women typically prefer multipurpose tree species for subsistence use, contributing to 
improvement of soil fertility. Additional studies have found that women prefer having more 
trees near their homes and a diversity of species, both to safeguard their children’s health and 
to expand their household food supply (Gachuiri et al. 2022, Guarascio et al. 2013).

Despite their active involvement, specialized knowledge, and economic and social vulnera-
bility, women—particularly those in rural areas—often face limited access to and control over 
forest resources and services (Steady 2014, Ndugwa et al. 2018). Men are typically regard-
ed as household heads and thus more commonly perceived as legitimate knowledge holders 
and managers of trees and other food crops (Gachuiri et al. 2022, Akinola 2018). This gen-
der-based exclusion from decision-making and policy formulation hinders environmental 
conservation efforts (FAO 2002). Nonetheless, women are not merely passive observers in 
these processes. At the household level, differences in outcomes and risk preferences can lead 
to disagreements, necessitating negotiation between women and their partners in order to 
make collective decisions (Bryan et al 2023). Given that increased participation of women 
in forest management at the community level is associated with favorable conservation out-
comes (Leone 2019), I anticipate similar positive effects at the household level. 

In SSA, female bargaining power varies exogenously due to legal frameworks established by 
European colonial powers. A key aspect of this variation is the enhanced marital property 
rights for women under civil law compared to common law. Civil law systems, unlike their 
common law counterparts, recognize women’s domestic contributions, ensure joint prop-

6 Other studies also show that women living in rural forest communities are deeply involved in 
collecting forest products, including fuelwood, medicinal herbs, fodder for livestock, and wild food, either for 
personal consumption or for sale (Kiptot and Franzel 2012, Guarascio et al. 2013). It is also important to note 
that women contribute to agroforestry in other ways including watershed management, tree improvement, 
forest protection and conservation.
7 For a comprehensive summary of research papers on this topic, refer to UN WomenWatch.
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erty ownership during marriage, and provide explicit protections upon marital dissolution 
(Anderson 2018, Hallward-Driemeier and Hasan 2012). My analysis leverages this legal vari-
ation, along with the arbitrary division of ethnic groups across different nations during the 
19th century’s Scramble for Africa, to examine the impact of female bargaining power on de-
forestation rates. These two exogenous factors create a unique research environment, allow-
ing for consideration of both the natural environment, due to geographical proximity, and 
the diverse cultural characteristics of ethnic groups. This setting is ideal for exploring how 
female bargaining power influences outcomes like deforestation (Michalopoulos and Papa-
ioannou 2013, Anderson 2018). Figure 1 below offer a visual representation of the method-
ology employed. Following the approach of Michalopoulos and Papaioannou (2013), the 
analysis is conducted across pixels located in the territories of ethnically split groups. 

Figure 1:

Notes: I compare deforestation rates between pixels located at similar distances from the national border. This 
approach allows for a controlled comparison, isolating the effect of female bargaining power on deforestation. 
I anticipate an increase in deforestation rates when moving from areas under civil law systems to those under 
common law systems (from top to bottom).
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The study reveals a paradoxical relationship between female bargaining power and defor-
estation rates. It shows that countries with common law systems, where female bargaining 
power is typically lower, actually experience lower rates of deforestation compared to civil 
law countries, which generally grant greater autonomy to women. Specifically, it finds that 
deforestation rates (log-transformed) in common law countries are approximately 38.61% 
lower than those in civil law countries, a difference that is statistically distinguishable from 
zero. This surprising trend might be partially explained by the “doing gender” theory (West 
and Zimmerman 1987). This theory suggests that individuals might engage in certain behav-
iors to compensate for perceived loss in their gender identity. Furthermore, the connection 
between legal systems and deforestation could also be affected by other variables. These in-
clude the treatment of non-profit organizations and the flexibility of judicial systems, which 
can influence environmental conservation. Factors like public involvement, advocacy, and 
legal precedents, which vary between legal systems, could play a significant role in determin-
ing how effectively a country can manage and conserve its forest resources.

This paper makes contributions to three primary areas of academic research: the determi-
nants of deforestation (discussed above), the influence of legal origins, and the lasting im-
pacts of colonization. This paper also adds to the extensive literature on the effects of legal 
traditions on various economic performance indicators, including finance ,bank ownership, 
labor market regulation, media ownership (see La Porta et al. 2008 for extensive summary), 
and female HIV prevalence (Anderson 2018). By leveraging the distinct context of SSA, it 
offers deeper insights into how legal origins may influence deforestation rates. Additionally, 
the study explores the relationship between the enduring effects of colonialism on women’s 
bargaining power and its subsequent impact on deforestation in SSA, thereby contributing 
to a broader body of literature that examines similar themes (e.g., Amanor-Wilks 2009, Bat-
en et al. 2021, Okeke 2000).

In the following section, I will provide background information that connects legal origins, 
female bargaining power, and deforestation. This will include the further development of the 
hypothesis and the presentation of a proposed causal relationship between these variables. 
Section III is devoted to describing the data used in this study. Then, in Section IV, I will 
discuss the estimation strategy in detail, focusing on the specifics of the identification design. 
The findings of the study will be presented in Section V. Lastly, Section VI will delve into a 
discussion of these findings and consider potential avenues for future research in this area.

2 Background
2.1 Legal Origin and Marital Property Rights
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Hallward-Driemeier and Hasan (2012) provide a categorization of marital property rights 
regimes8 in their study distinguishing among community property regime, separate property 
regime, and customary law regime. These categories are used to describe the default marital 
property systems in various countries9. In the community property regime, all property ac-
quired during the course of a marriage is equally owned by both spouses. This contrasts with 
the separate property regime where individuals retain control over their respective properties 
including those acquired before and during the marriage. The community property regime 
is significant for women as it offers a more equitable distribution of property upon the disso-
lution of a marriage by death of a partner or divorce. This regime acknowledges the contri-
bution of both spouses including the often non-monetized activities performed by women, 
particularly in SSA contexts. In contrast, the separate property regime requires individuals 
to establish proof of ownership to claim property rights which can be more challenging for 
women who may have contributed in non-financial ways to the marital assets. The custom-
ary law property regime presents a more complex picture. It varies significantly across re-
gions sometimes involving communal ownership or in many cases reflecting male-dominat-
ed ownership structures. 

These differences in property regimes are deeply rooted in historical and legal traditions. The 
impact of these legal traditions on economic performance has been extensively explored in 
research. As aforementioned, various studies have examined how legal traditions correlate 
with outcomes like bank ownership by governments, barriers to business entry, labor market 
regulations, state ownership in media, female HIV rates, and rates of deforestation. As point-
ed out by Marchand (2011), this Legal Origin theory10 in Africa rests on three key concepts. 
First, it recognizes that continental Europe and Great Britain, known for civil law and com-
mon law respectively, developed unique systems for economic governance that significantly 
differ from each other. Second, these legal traditions were introduced to Africa through co-
lonialism, making them exogenous. Lastly, these systems continue to play a crucial role in 
shaping social and economic policies. Broadly speaking, there are three legal systems present 
in Sub-Saharan Africa: civil law, common law, and customary law.

The community property regime is closely linked to civil law, which originated in continen-
tal Europe and was introduced to countries colonized by European nations such as France, 
Portugal, Spain, Italy, and Belgium. Conversely, the separate property regime is prevalent in 

8 This law is particularly important for women, as marriage is nearly universal in Africa and it signifi-
cantly influences household bargaining power (Anderson 2018).
9 The type of property regime largely determines a woman’s ability to own property during marriage 
and on its dissolution through divorce or death.
10 This is an economic concept that examines how the historical origins of a country’s legal system 
influence its economic outcome and overall development.
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common law systems, which began in England and are based on feudal traditions, (Dainow 
1966, Donahue 1979, Hallward-Driemeier and Hasan 2012, and Anderson 2018). A study 
closely related to this is that of Anderson (2018), who provides evidence that British com-
mon law in SSA is associated with weaker female martial property rights than civil law. The 
study shows that this weaker rights affects the ability of women to negotiate for a safer sex in 
common law countries leading to “feminization of HIV.11”

2.2 Female Bargaining Power and Deforestation

In this paper, deforestation is defined as the complete transition from a forested to a non-for-
ested state. A forested state is characterized by a tree canopy closure including all vegeta-
tion that is taller than 5 meters (Hansen et al. 2013). African forest tenure is marked by its 
complexity stemming from a mix of different legal and cultural systems (Romano and Reeb, 
n.d.). This intricate array can be broadly classified into five categories: public (unmanaged), 
public (protected areas), private, communal, and customary traditional lands12 (Robinson 
et al. 2014). I suggest that the dynamics in household bargaining power influences the use of 
both private and communal tenures where individual rights are either legally or locally rec-
ognized. Feminist theory suggests that women tend to be more environmentally conscious 
than men (Norgaard and York 2005), due to two key reasons: their greater vulnerability to 
the impacts of environmental degradation and the intrinsic link between sexism and envi-
ronmental degradation. 

Deforestation is impacting household livelihoods in numerous African countries. Typically, 
women are more susceptible to these deforestation-related issues compared to men (Steady 
2014). For example, as forests are cleared, women who are often responsible for gathering 
household resources must travel further to collect essentials like fuelwood13. This is evident 
in Sudan, Nigeria and Tanzania, where women now spend significantly more time on fuel-
wood collection than they did in the past (Koda 2004, Aina 1998). Furthermore, research 

11 See Anderson (2018) and  Hallward-Driemer and Hasan (2012) for more detailed review on differ-
ences in these legal systems that affect their female bargaining power.
12 Public tenure includes unmanaged public frontiers or open access areas without specific manage-
ment practices. Protected tenure refers to government-restricted public lands with defined conservation goals. 
Private tenure involves forests owned by individuals or entities with legal rights for land management. Com-
munal tenure is characterized by community-wide use and management, with locally recognized individual 
rights. Customary tenure is rooted in traditional practices and norms.
13 Research has established that women are not major contributors to deforestation through firewood 
collection, as they primarily gather branches and dead wood. The major drivers of deforestation in Africa are 
land clearance for agriculture, commercial activities, and construction (refer to Steady 2014 for literature).
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also indicates that environmental degradation and the climate crisis have more adverse effects 
on women compared to men, particularly in five key areas: agricultural production, food and 
nutrition security, health, water and energy resources, and issues related to climate-related 
disasters, migration, and conflict (Awiti 2022).
Other ecofeminist theories suggest a connection between sexism and environmental degra-
dation, arguing that gender significantly influences the values, ideologies, institutions, and 
economic systems that govern human-environment interactions (Norgaard and York 2005, 
Merchant 1980). This theory points out that structural inequalities, which often give men 
more control over land resources, can lead to land degradation. This is because such inequal-
ities limit women’s participation and undervalue the knowledge they gain through extensive 
work on the land (Agarwal 2010, Doss et al. 2014, Johnson et al. 2016). Collectively, these 
theories presents two key points: first, women generally have more environmentally friendly 
preferences than men (Guarascio et al. 2013, Kiptot and Franzel 2012, and Steady 2014); and 
second, women’s participation in local decision-making processes can reduce deforestation 
rates (Agarwal 2009, Filomina 2014, Leone 2019). 

In households, women and their partners thus have distinct preferences regarding resource 
allocation, risk-taking, and responses to shocks and stressors, linked to their specific roles 
in livelihood maintenance (Ravera et al. 2016)14. Due to this varied interests within house-
holds, individuals need to negotiate to achieve their desired responses to deforestation-linked 
disturbances. Consequently, having agency is crucial, particularly for women, to ensure their 
needs and preferences are adequately represented in the responses to these stressors (Byran et 
al. 2023). Marital property rights contribute to creation of this agency by affecting women’s 
exit option (Heath and Ciscel 1996)15.  In common law countries, where women have less fa-
vorable options upon exiting a marriage, their relative bargaining power to achieve favorable 
outcomes is limited. As a result, the decisions made within the household are more likely to 
reflect the preferences of men rather than those of women. 

Given this constraint, my hypothesis is that countries with civil law systems will exhibit low-
er rates of deforestation compared to those with common law systems. It is worth noting that 
various factors like corruption, education levels, rural density, and property rights can impact 
the results of this model. La Porta et al. (2008) note that civil law systems often have great-
14 Specifically, women tend to concentrate on the subsistence use of forests and gathering of non-tim-
ber forest products, whereas men are more involved in commercial forest activities such as logging, harvesting 
a limited range of high-value forest products for sale, and construction (Cavendish 2000, Shackleton et al. 
2001).
15 The authors present a new bargaining framework, the Sisyphus Syndrome paradigm, which suggests 
that women without a wage income often stay in marriages due to limited feasible alternatives. Building upon 
this, I suggest that women under common law systems are more impacted by this scarcity of alternatives com-
pared to those in civil law systems, as they lack guaranteed legal protections
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er government control and regulation than common law systems which can lead to higher 
levels of corruption compared to countries with common law systems that tend to be less in-
terventionist, more efficient in public service delivery, and more democratic. Education also 
plays a crucial role in climate change awareness. Simpson et al. (2021) highlight that climate 
change literacy improves with higher education levels which significantly influences attitudes 
towards climate change. Despite women generally being less aware of climate issues and more 
vulnerable to climate change impacts, in Africa, they are more likely to adopt climate-resil-
ient crops when they are educated about climate change and have access to extension services 
(Simpson et al. 2021). This is particularly relevant given Baten et al. (2021)’s findings of an 
educational disparity between British and French colonies making literacy rates a potential 
confounding factor. Additionally, the density of rural populations and the enforcement of 
property rights are crucial national metrics. The impacts of climate change are often more 
acute in rural areas, where livelihoods are more directly dependent on climate-sensitive ac-
tivities. Therefore, understanding the rural-urban divide is essential. Moreover, the level of 
property rights in a country is significant as it influences attitudes towards environmental 
issues like deforestation.
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Figure 2:

Notes: The diagram above provides a simplified visualization of the argument outlined previously. It shows 
how legal origins and cultural norms shape female bargaining power, which in turn affects women’s ability to 
participate and influence decision-making. The decisions reached impact how household resources are allocat-
ed, reflecting women’s preferences based on their bargaining power. Given the gender disparity in environmen-
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tal outcomes, these decisions ultimately influence local deforestation rates.

3 Data

This paper utilizes two complementary types of data for conducting a spatial regression dis-
continuity analysis: country-level and pixel-level data. Pixel-level data is essential as it cap-
tures specific deforestation, ethnic and geographical details for each pixel – the unit of obser-
vation. Conversely, country-level data offers a broader perspective that is vital for controlling 
variables and ensuring the robustness of the analysis.

3.1 Pixel Level Data

The study area is methodically divided into grid cells (i.e., pixels), each measuring 12.5 by 
12.5 km. Within these cells, I compiled data pertaining to ethnicity, geography, and defor-
estation rates. The core data for ethnicity and geography primarily comes from the work of 
Michalopoulos and Papaioannou (2013). Their research uses historical ethnic distributions 
from Murdock’s 19th-century map with contemporary national boundaries, focusing on 
how ethnicities are divided among different modern states. They classified an ethnicity as 
‘partitioned’ if at least 10% of its ancestral homeland is spread across more than one pres-
ent-day nation. Their data reveal a total of 526 such partitions, encompassing 227 distinct 
ethnic groups. Of these, 155 distinct ethnic groups are situated in partitions around conti-
nental SSA, while the remainder are in North Africa and other SSA islands like Madagascar. 
Accounting for ethnic institutions is crucial, given that deforestation in Africa has been asso-
ciated with pre colonial institutions (Larcom et al. 2015)16. Additionally, the dataset contains 
a wide range of geographical information for each pixel, including factors such as distance to 
capital, malaria suitability, elevation, distance from the sea, logarithm of population density, 
indicators for petroleum and diamond presence, and water availability. The inclusion of ma-
laria suitability as a control is based on MacDonald’s (2019) finding that higher malaria bur-
dens significantly reduce deforestation rates17. Additionally lower elevations are more prone 
to deforestation due to their accessibility for activities like agriculture and logging (Harris 
et al. 2014). Rudel (2013) also notes that drier forests have higher deforestation rates, and 
the presence of oil and mineral industries often leads to rural-urban migration, a decline in 
agriculture, and increased cereal imports. Therefore, I also control for the presence of water, 
diamonds, and petroleum in each pixel18. Lastly, I incorporate controls for the distance from 

16 See Appendix for graphical representation of their results.
17 Appendix Figures A2 and A3 display the distribution of malaria suitability across legal origins, and 
the relationship between deforestation and malaria suitability, respectively.
18 See figure A4, A5, and A6 for the correlation between these variables and deforestation rate.



the capital city, national borders, and the coast, as these factors are linked to the level of de-
velopment (Michalopoulos and Papaioannou 2013), which in turn affects deforestation rates 
(Ortiz 2021).  This extensive array of geographical variables offers robust controls, enhancing 
the reliability of my analyses. 

The deforestation information for each pixel is sourced from the Global Forest Change data-
set created by Hansen et al. (2013). Originally, this dataset presents data in a fine-grained 
30 by 30 m sub-pixel format. To align with the larger 12.5 by 12.5 km grid cells used by Mi-
chalopoulos and Papaioannou (2013), I have transformed the deforestation data accordingly. 
As an example, Figure 3 illustrates the configuration of pixels and sub-pixels within Gabon 
(not drawn to scale). For assessing deforestation rates, the approach began by segmenting 
the country into pixels of 12.5 by 12.5 km dimensions (an example marked in red). This 
division produced 1,148 such pixels for Gabon. Each full pixel (not cutoff by the national 
border) includes approximately 173,611 smaller sub-pixels, each sized at 30 by 30 meters (an 
example indicated in green). Hansel et al. (2013) provided data for each sub-pixel indicating 
whether the sub-pixel underwent complete deforestation (represented by 1) or not (0). The 
deforestation rate at the pixel level was calculated by averaging the values of all sub-pixels 
within a pixel. Figures A14 and A15 in the appendix reveal a widespread occurrence of low 
deforestation rates among the pixels, though a greater proportion of pixels within civil law 
countries exhibit higher deforestation rates in comparison to their common law counter-
parts. The pixel center’s latitude and longitude is used in identifying each pixel. For instance, 
the pixel located at latitude and longitude coordinates of .9429961, 9.766887 exhibited a de-
forestation rate of 0.32%. This rate was derived from approximately 563 completely deforest-
ed sub-pixels out of the 173,611 present in that pixel. A similar methodology was applied to 
calculate deforestation rates across all other pixels in SSA. Figure A7 in the Appendix shows 
the deforestation rates across SSA countries. 

3.2 Country Level Data

This study necessitates data on the legal systems of various countries, for which La Porta et al. 
(2008) served as the primary source. Their dataset offers legal origins for nearly all countries 
in SSA19. Figure 4 displays the countries categorized under each legal system (common law 
19 Seven countries were not included in the dataset. These include: Angola, Democratic Republic of 
Congo (DR Congo), Burundi, Eritrea, South Sudan, Somalia, and Sudan. Joireman (2004) identifies Angola 
and DR Congo as civil law countries. Similarly, Burundi and Eritrea are categorized as civil law nations 
according to the Media Law Handbook for Eastern Africa and the Library of Congress, respectively. On the 
other hand, Sudan and South Sudan are classified as common law countries, as stated by the United Nations 
(UN, 2020). Although Somalia’s legal system has nuances, particularly with the applicability of Sharia law as 
discussed by Maru (2008), it is categorized as a common law country for this study due to its similar female 
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and civil law). Out of the 43 countries included in my study, 25 belong to common law sys-
tems and 18 to civil law systems. However, we excluded Namibia, South Africa, and Lesotho 
from the final analysis. Although these countries are primarily under common law, they have 
a hybrid marital property rights system influenced by Dutch Roman law (Hallward-Drieme-
ter and Hasan 2012, Anderson 2018). In my analysis, 44.8% of the pixels are under jurisdic-
tions with a common law regime. To supplement this data, I used the World Bank Indicator 
dataset to gather country-specific information. This includes the CPIA rating which eval-
uates how effectively a legal system facilitates private economic activity by reliably respect-
ing and enforcing property and contract rights. Additionally, the database provided data on 
adult literacy rates, the percentage of the rural population, and the percentage of women 
employed in agriculture. Although this information is not available at the pixel level, it is vital 
for offering controls in comparing different legal systems.

For regional fixed effects, I incorporated the United Nations’ classification of subregions in 
Africa into the dataset20. As an extra control measure, data from The Guardian was used to 
determine the Muslim population in these countries. This is crucial for the analysis as the 
dynamics of female bargaining power differ in Muslim-majority countries and the study aims 
to account for these variations. Anderson (2018) argues that the stronger marital property 
rights in civil law countries do not apply to Muslims for whom the default regime is separate 
marital property rights.

3.3 Data Patterns

Tables 1 and 2 offer detailed summary statistics of the data encompassing 110,113 pixel-level 
observations. A critical observation from Table 2 is the notable disparity in deforestation 
rates between common law and civil law countries. Figure A9 in the appendix shows a vi-
sual representation of this disparity. Unexpectedly, civil law countries exhibit substantially 
higher deforestation rates than their common law counterparts. Furthermore, the data also 
indicates that common law countries boast significantly higher adult literacy rates. This fac-
tor could show better environmental awareness leading to a stronger public advocacy for 
conservation efforts. Alongside this, common law nations show marginally higher levels of 
agricultural suitability and elevation as well as a slightly stronger rule of law. Conversely, civil 
law countries are characterized by marginally stronger property rights enforcement, higher 
malaria suitability, increased levels of corruption, and a greater percentage of the population 

bargaining power to other common law nations.

20 Figure A8 shows the differences in deforestation rate in different regions in SSA. There is a clear 
disparity among the regions
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residing in rural areas. These factors in civil law countries could be facilitating or exacer-
bating the deforestation issue. For instance, stronger property rights combined with higher 
corruption levels might lead to easier access to forest lands for exploitation. Similarly, the 
rural population’s dependency on agriculture and land use might be driving deforestation 
activities. Given these varied results, it becomes challenging to isolate specific variables that 
predominantly influence the significant differences in deforestation rates between the two 
legal systems. Lastly, the dataset reveals that  approximately 27% of the countries included 
have a majority Muslim population.

4 Empirical Strategy

In my study, I utilize a spatial regression discontinuity design to determine the average im-
pacts of female bargaining power on the rate of deforestation. The main empirical model is 
represented as follows:

The dependent variable, , denotes the deforestation rate within a pixel , categorized 
by ethnicity , in country . Rather than using the absolute deforestation rate, I calculate its 
logarithmic transformation21 by adding a small constant (0.01) to accommodate zero values 

22. This approach is advantageous as it manages ex-
treme values23 in the dataset and allows for the inclusion of all observations since a substantial 
portion of the data records zero deforestation24.

The independent variable, , represents the legal system of the country  where the pixel 
is located. This variable is a dummy indicator set to 1 for common law systems and 0 for civil 
law systems. The model includes a function of the distance to the nearest border, , 
and its interaction with the common law indicator, . The term  denotes pix-
el-level control variables, which cover a range of factors: malaria suitability, elevation, agri-

21 I also conducted the main estimation using the absolute deforestation rate. The outcomes of this 
estimation are detailed in the Appendix section of this paper.
22 Refer to Michalopoulos and Papaioannou (2013) for a format similar to the one discussed.
23 See the distribution of deforestation values as presented in Figure A14 and A7 for pixel and country 
level, respectively.
24 Given that our measurement of the deforestation rate is based on the total removal of tree canopy in 
a 30 x 30 m subpixel, it is understandable that some areas would show ‘no deforestation.’ However, it is crucial 
to acknowledge that this approach might overlook instances of partial deforestation within these areas. Conse-
quently, this method may lead to an underestimation of the impact of female bargaining power on the overall 
deforestation rate.
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cultural suitability, proximity to the sea and the capital city, the logarithm of population size, 
and the presence of diamond and petroleum mines, as well as water bodies. Country-level 
controls are represented by , including variables such as the adult literacy rate, property 
rights index, and rural population density. Additionally,  and  are fixed effects for ethnic-
ity and region, respectively. The error term, denoted as , is clustered at both the country 
and ethnicity levels to account for potential correlation within these groups. In alternative 
specifications, I restrict the analysis to areas within 100 km and 50 km of the border to spe-
cifically examine the effects in regions close to the border. Additionally, I exclude countries 
with a Muslim-majority population (see Figure A12 in the appendix) from the analysis as 
these communities commonly practice polygamy which may influence the outcomes being 
studied (Anderson 2018).

5 Results
5.1 Preliminary Investigation

Prior to delving into the results, it’s important to share some insights observed from the 
data. A detailed examination of how female bargaining power impacts deforestation reveals 
a range of mixed outcomes. For example, the Nyasa ethnic group is divided between Mo-
zambique, Tanzania, and Malawi. The partitioning of the Nyasa shows that approximately 
62% of their territory falls within Mozambique while Tanzania and Malawi account for the 
other 28% and 10% respectively. The analysis reveals a clear disparity in deforestation rates 
contrary to my proposed hypothesis: while Malawi and Tanzania, both under common law 
systems exhibit similar rates of 4.19% and 4.95%, Mozambique (civil law) has a significantly 
higher rate of 8.75%. This variation is different from the national deforestation rates, which 
are 4.41% for Malawi, 6.39% for Tanzania, and 7.92% for Mozambique. 
 However an exploration of other ethnic groups presents a puzzling trend. For in-
stance, the Nkole—an ethnic group spread across Uganda, Tanzania, and Rwanda—exhibits 
an opposite pattern. In this case, the deforestation rate, as expected, is higher in common law 
countries compared to a civil law country. Specifically, Uganda shows a deforestation rate 
of 5.13%, which is higher than Tanzania’s 1.20% and Rwanda’s 0.6%, despite their respec-
tive national averages being 5.74%, 6.36%, and 3.01%. Uganda and Tanzania, both common 
law countries, have similar national average deforestation rates, yet the areas inhabited by 
the Nkole in these countries demonstrate different deforestation rates. On the other hand, 
Rwanda, a civil law country, exhibits a lower deforestation rate in the Nkole-inhabited areas. 
This variability suggests a more interesting relationship between legal regimes and deforesta-
tion rates that I seek to uncover. Lastly, the Chewa ethnic group, divided among Mozambique 
(45%), Malawi (35%), and Zambia (20%), demonstrates varying deforestation rates: 5.58% 
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in Mozambique, 2.97% in Malawi, and 6.70% in Zambia. Notably, both Malawi and Zambia 
operate under common law systems. However, the deforestation rate in the Zambian portion 
is higher than in Mozambique, which follows a civil law system, while Malawi’s rate is lower 
than Mozambique’s. Nonetheless, a visual analysis ( see Figure A10) by legal origins indicates 
that for the Nyasa and Chewa tribes, aggregate deforestation rates are generally higher in 
civil law countries compared to common law countries. Conversely, the Nkole tribe exhibits 
the opposite trend, with lower deforestation rates in civil law countries. Further analysis of 
other ethnic groups such as Hlengwe and Nsenga show a trend similar to that of the Nyasa 
and Chewa, indicating that deforestation rates are generally higher in civil law countries as 
opposed to common law countries.

5.2 Graphical Representation

Lee and Lemieux (2009) argue that if the graph does not show any clear discontinuity, it is 
unlikely that regression discontinuity (RD) analysis will produce a significant effect. Based 
on this, I visually represented my findings by displaying the average deforestation rate in 5 
km bins. I use two bandwidths, 100 km and 50 km, respectively, for this visualization. Figure 
5 reveals no statistically significant differences in (absolute) deforestation as illustrated by 
the intersection of standard error lines. On the civil law side (negative distance values), the 
deforestation rate appears relatively constant or slightly decreasing as one moves away from 
the border. However, on the common law side (positive distance values), there’s an initial 
decrease in deforestation rates just after the border, which then gradually levels off or increas-
es as the distance from the border increases. Figure A11 in the appendix demonstrates that 
these patterns persist even when the distance is narrowed to 50 km. Additionally, Figure A16 
depicts the log-transformed deforestation data, employing similar methodologies to those 
outlined above, and reveals consistent trends between civil law and common law similar to 
Figures 5 and A11.

5.3 Baseline Results

Table 3 presents regression discontinuity (RD) analysis to investigate the impact of female 
bargaining power on the rate of deforestation. For  columns (1), (2), and (3), the analysis 
includes all available pixels across the geographical divide marked by national borders within 
ethnically homogenous regions. The study accounts for the non-linear effects of proximity 
to national borders by integrating linear, quadratic, and cubic distance variables into the re-
gression models. These models indicate that common law countries experience lower rates 
of deforestation than civil law countries, a finding reinforced by  the results being statistically 
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significant at 5% level. Specifically, column (1) reveals that common law countries see a re-
duction in the deforestation rate by 38.06%, while columns (2) and (3) report reductions of 
38.61% and 35.27%, respectively25. These figures underscore the consistently lower defor-
estation rates associated with common law systems. Additionally, the R-squared values are 
high, at approximately 77.6%, suggesting that the models explain a significant portion of the 
variation in deforestation rates after log transformation.

The analysis then narrows the scope in specifications (4) and (5), focusing on pixels within 
100 km and 50 km of national borders, using a squared distance function for greater pre-
cision. These specifications yield a 32.9% and 27.67% lower deforestation rate in common 
law countries, respectively. Notably, these results are statistically significant at the 10% level, 
indicating a less robust yet still notable relationship between female bargaining power and 
deforestation within these more limited distances. A particularly compelling finding emerges 
when the dataset excludes countries with a Muslim majority. Under this condition, common 
law countries demonstrate a 53.55% lower deforestation rate compared to civil law countries. 
This effect is highly statistically significant, with a p-value less than 0.01, suggesting a strong 
negative association between common law and deforestation rates when Muslim majority 
countries are not considered. Paradoxically, these results imply that increased female bar-
gaining power is associated with an increase in deforestation rates. This counterintuitive out-
come may suggest that as women gain more institutional bargaining power, their influence 
on household decision-making actually decreases. This could be because men, perceiving a 
loss in their traditional roles, may attempt to assert more control over household decisions to 
compensate for their perceived loss in masculinity. 

5.4 Robustness Check

Table 2A displays the relationship between female bargaining power and the absolute rates of 
deforestation, employing specifications identical to those used for the log-transformed defor-
estation rates. Across all models, the data indicate that countries with common law systems 
have lower deforestation rates than those with civil law systems. However, the degree of this 
relationship varies slightly depending on the model specification. In the initial three models 
(1) to (3) which account for the linear, quadratic, and cubic terms of the distance to national 
borders, the coefficients are -1.010, -1.126, and -1.033, respectively26. Further specifications, 
model (4) which considers areas within 100 km of a border, and model (5) which narrows 

25 This percentage change is determined by the formula (e^β −1)×100%, where  β is the estimated 
coefficient from the regression model.
26 Considering that the average deforestation rate across all pixels stands at 4.76, these results show 
significant differences in the impact of female bargaining power on deforestation rates.
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it down to within 50 km yield coefficients of -0.867 and -0.633, respectively. In the most fo-
cused analysis, model (6) excludes countries with a Muslim majority and reports a coefficient 
of -2.48827. Despite these negative coefficients, which suggest a lower rate of deforestation in 
common law countries, only the result from model (6) is statistically distinguishable from 
zero. This observation is in alignment with the findings from the log-transformed deforesta-
tion data, reinforcing the notion that the lower female bargaining power is linked to more 
favorable environmental outcomes in terms of forest conservation. Thus, while the absolute 
deforestation rates reflect a similar trend to the log-transformed rates, the strength and clar-
ity of the relationship are most apparent when examining common law countries without a 
Muslim majority.

These findings align with the visual illustration presented in Figure 5, Figure A9, and Figure 
A10, which indicate that civil law countries exhibit higher deforestation rates than common 
law countries. The lack of statistical significance for these results is consistent with the earli-
er graphical representations from regression discontinuity (RD) analyses (Figure 5). These 
graphs illustrate overlapping standard errors, implying that the confidence intervals include 
zero thereby precluding the ability to assert a statistically significant difference from zero in 
the estimate.

6 Conclusion

The analysis reveals that common law countries tend to have lower deforestation rates com-
pared to civil law countries. Intriguingly, it also suggests that as women gain more bargaining 
power institutionally, deforestation rates may increase. The most compelling explanation for 
this unexpected outcome lies in the concept of “doing gender” from gender studies (West 
and Zimmerman 1987). This theory argues that gender behaviors are performative acts 
carried out in everyday interactions, aligning to societal expectations of what is considered 
masculine and feminine. These acts serve to affirm individuals’ belonging to their social-
ly recognized gender categories and uphold societal division. This framework helps explain 
why women who out-earn their partners may face increased domestic violence and emotion-
al abuse (Zhang and Robert 2023). In this dynamic, women may exhibit submissiveness to 
align with traditional gender roles while men may assert control in other areas to reestablish 
their challenged masculinity (Mabsout and Staveren 2010). These gendered compensatory 
behaviors suggest that while civil law regimes may grant women more autonomy and nego-
tiating leverage, such benefits may not necessarily translate into influence over household 
27 Table 3A and Table 4A, which is not discussed here, demonstrates that these trends remain consis-
tent across all other specifications. For a graphical representation of these results on non-Muslim majority 
countries, refer to Figure A13.
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decisions making, like resource allocation.

Nonetheless, future research should explore the impact of female bargaining power on de-
forestation rates more thoroughly by considering the following factors. First, it is important 
to focus on deforestation in areas where individual rights are locally or legally recognized. 
This approach is crucial because analyzing deforestation at the pixel level across all lands can 
introduce bias. Such broad analysis fails to account for the distinct contributions of public 
protected lands, customary traditional lands, and unmanaged public lands, where individ-
ual rights are not recognized. These nuances were not considered in my study. Moreover, 
the legal framework of a country can influence deforestation outcomes in these lands. For 
instance, common law countries are often less interventionist and might be more efficient in 
managing public goods. This efficiency is typically due to reduced bureaucratic delays and 
lower corruption levels (Lopez-de-Silanes 1999). These differences introduce a significant 
bias from the management of public protected lands, for instance, that was not considered 
in my study28.

Second, and more importantly, common law’s flexibility and its approach to nonprofits may 
enhance its effectiveness in environmental protection. Common law systems due their re-
liance on precedents, can adapt more swiftly to the evolving needs of forest conservation 
unlike the more rigid, codified structure of civil law systems. Anderlini et al. (2020) show 
that this adaptability results in superior welfare outcomes under common law compared to 
civil law across various parameters. Furthermore, in civil law countries, the state predomi-
nantly oversees serving the common good within the realm of public law. Here, the rights 
of nonprofits to act in the public interest are granted by public institutions through specific 
legal provisions. Conversely, in common law systems, private institutions independently as-
sert their right to serve the public interest. Salamon and Helmut (1992) observe that in civil 
law countries, the firm regulation and close alignment of nonprofits with the state may limit 
their activities. This contrasts with the greater flexibility available under common law. As a 
result, in civil law countries, the nonprofit sector might face more challenges in advocating 
for environmental protection. The lesser autonomy for environmental advocacy under civ-
il law could potentially lead to weaker environmental enforcement, compared to the more 
independent and dynamic role that nonprofits can play in common law countries. My study 
fails to account for both of this due to time constraints in finding data. 

28 The protection of biodiversity and the reduction of deforestation are closely linked to the establish-
ment of protected areas (Abman in 2018) while FAO argues that a large proportion of land is under govern-
ment management.
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Main Tables and Figures
Tables

Table 1: Summary Statistics

Note: The data is from several sources, including Michalopoulos and Papaioannou (2013), Hansen et al. 
(2013), The Guardian, and the World Bank Indicator dataset. For the purpose of this analysis, countries are 
categorized as Muslim if they have a population where more than 50% of the individuals identify as Muslim. 
The table above shows the mean, standard deviation, 25th, 50th, and 75th percentile, mean and max of all the 
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variables in the dataset. 

Table 2: Differences Between Civil Law and Common Law Countries

Note: Contrary to my initial assumptions, deforestation rates seem to be higher in civil law countries compared 
to common law countries. Interestingly, the level of property rights is also slightly stronger in civil law countries 
than in common law countries. Furthermore, a larger proportion of women are employed in agriculture in 
civil law countries than in their common law counterparts. As expected, levels of corruption are observed to be 
higher in civil law countries compared to those under common law systems.
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Table 3:

Note: The standard errors are clustered according to ethnicity and country. All data in this analysis have ethnic-
ity and region fixed effects. The pixel level variables controlled for in the model are malaria suitability, elevation, 
agricultural suitability, proximity to the sea and the capital city, logarithm of population size, and the presence 
of diamond and petroleum mines as well as water bodies. While country-level controls, that is adult literacy 
rates, property rights index, and the proportion of the rural population.
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Figures
Figure 3:
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Figure 4:

Civil law countries: Angola, Benin, Burkina Faso, Burundi, Cameroon, Central African Republic, Chad, Con-
go, Dem. Rep., Congo, Rep, Côte d’Ivoire, Djibouti, Equatorial Guinea, Eritrea, Ethiopia, Gabon, Guinea, 
Guinea-Bissau, Madagascar, Mali, Mauritania, Mozambique, Niger, Rwanda, Senegal, Togo.

Common law countries: Botswana, Eswatini, Gambia, The, Ghana, Kenya, Lesotho, Liberia, Malawi, Namib-
ia, Nigeria, Sierra Leone, Somalia*, South Africa, Sudan, Tanzania, Uganda, Zambia, Zimbabwe
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Figure 5: Regression Discontinuity at 100 km

Note: This graph depicts a regression discontinuity design comparing deforestation rates across a border, with 
civil law on the left (negative distance) and common law on the right (positive distance). The overlapping of 
standard errors (green lines) suggests that the difference in deforestation rates between civil law and common 
law countries may not be statistically significant at the border.
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Appendix

Table 1A:

Table Adopted from Hallward-Driemeter and Hasan (2012). 

Note: Around the world, reforms in default property rights occurred around the 1960s when most African 
countries were gaining independence and these reforms were not replicated in most African countries (Ander-
son 2018).
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Table 2A:

Note: The outcome presented aligns with the findings from Table 3, with the addition of country-level con-
trols, that is adult literacy rates, property rights index, and the proportion of the rural population. 
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Table 3A: Log Deforestation Rate for Non-Muslim Countries

Note: The table presented above details the findings for countries with a non-Muslim majority population. It’s 
important to note that the Quadratic distance function has been addressed in the main results section. This 
table exclusively features the log deforestation rate, and all reported results are statistically significant. These 
findings have been adjusted for various factors, including geographical and country-level variables, as well as 
regional and ethnic influences, with standard errors clustered at both ethnic and country levels.

Table 4A: Absolute Deforestation Rate for Non-Muslim Countries

Note: The result for non-Muslim majority countries lose the statistical significance for cubic and limitation on 
distances. However, the results maintain the same trends as table 3A.
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Figure A1: Pre Colonial Institutions and Deforestation (Larcom et al. 2013)

Note: The study finds that in regions where local leaders were selected based on their social status, there tends 
to be weaker governance in both local leadership and forest management. This connection between deforesta-
tion and pre colonial institutions highlights the significance of accounting for these ethnic variations in our 
study.
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Figure A2: Malaria Suitability and Legal Origin

Note: Malaria suitability is higher in civil law countries than in common law countries. Therefore, deforesta-
tion is more favorable in common law countries where the burden of malaria is significantly lower. 

Figure A3: Malaria Suitability and Deforestation

Note: However, the graphical analysis of my data indicates that countries with greater malaria suitability tend 
to have higher rates of deforestation.
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Figure A4: Petroleum and Deforestation

Figure A5: Diamond and Deforestation
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Figure A6: Water and Deforestation

Note: Figures A4, A5, and A6 illustrate the correlations between deforestation and the presence of petroleum, 
diamonds, and water bodies within a given area, respectively. Each figure consistently aligns with anticipated 
trends, indicating that regions with mining and petroleum fields exhibit higher rates of deforestation, while 
those with water bodies demonstrate lower rates of deforestation.
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Figure A7:

Note: In common law countries, Sierra Leone and Liberia have very large deforestation. However, all the other 
countries have a deforestation rate lower than 10%.
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Figure A8:

Note: There exists a notable regional disparity in deforestation rates. Countries in the South exhibit the lowest 
average deforestation at just 1.68%, whereas Western and Central countries show significantly higher averages 
of 6.16% and 6.78%, respectively. Eastern countries, in contrast, have a moderately lower deforestation rate of 
3.48%
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Figure A9:

Note: Civil law countries have a mean deforestation rate of 5.81 while common law countries have a mean de-
forestation rate 3.46. There is a clear and significant difference of 2.35.

Figure A10:

Note: For most tribes, the civil law (0) shows a higher deforestation rate than the common law (1). However,  
the Nkole tribe’s reverse trend indicates that the relationship between legal systems and deforestation is not 
uniform across all tribes.
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Figure A11:

Note:  Similar to Figure 5, this graph also depicts a regression discontinuity design comparing deforestation 
rates across a border, with civil law on the left (negative distance) and common law on the right (positive dis-
tance). It shows a similar trend to that of Figure 5 where the deforestation rates are higher on the civil law side 
and decrease as one moves towards and into the common law region.
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Figure A12:

Note: Burkina Faso, Chad, Djibouti, Gambia (The), Guinea, Mali, Mauritania, Niger, Senegal, Sierra Leone, 
Somalia, Sudan
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Figure A13:

Note: The trends highlighted in take 5 persist although the deforestation rate in civil law countries are higher 
and increases as it moves away from the national border. 

Figure A14:
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Figure A15:

Note: Both legal systems show a prevalence of low deforestation rates, as evidenced by the pronounced spikes at 
the lower end of the distribution in both figures above. Figure A14 shows the right-skewed nature of the data, 
with a notable proportion of pixels in civil law countries experiencing very high deforestation rates. These dis-
tributions indicate that while deforestation is generally low across pixels, civil law countries experience a higher 
deforestation rate than common law countries.
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Variable Description
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